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AEROACOUSTIC CHARACTERIZATION 
OF TURBO-MACHINERY 
Mats Åbom  
KTH-The Royal Inst. of Technology, Marcus Wallenberg Laboratory for Sound 
and Vibration Research, SE-100 44 Stockholm, matsabom@kth.se 

 
Acoustic analogies such as Lighthill can be regarded as linear aero-

acoustic models which imply that they can be formulated using so called 
“multi-ports”. A multi-port model has a “passive” part describing the scattering 
and an “active” part describing the sound generation. Multi-port techniques are 
particularly useful for ducted systems where the acoustic field can be projected 
on a known basis of acoustic modes [1]. Assuming a time-invariant system a 
multi-port can in the frequency domain be described by:  

s+ − += +p Sp p  ,    (1) 
where p is a state-vector containing acoustic modal pressure amplitudes, S is 
the scattering matrix (“passive” part), p+s  is the source vector or “active” part 
and +/- denotes propagation out from or into the system.  

 
Fig. 1. A ducted multi-port with two openings a and b 

The projection of the field on acoustic modes reduces the effect of turbu-
lence in the data and further improvement is possible by combining data at dif-
ferent cross-sections. Note that the form of Eq. (1) implies that the source data 
(p+s) is reflection-free, i.e., it corresponds to an infinite system. This is very 
convenient both in experiments and for numerical modelling and facilitates 
comparison of numerical and experimental data. In principle a multi-port gives 
a complete acoustic characterization of a ducted component and any duct sys-
tem with turbo-machines can be reduced to a network of multi-ports. At KTH 
experimental techniques for multi-port eduction have been developed since the 
1990’s [2–5]. More recently multi-port methods have with success also been 
applied to numerical data and here examples of these efforts will be presented.   
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The general procedure to determine a multi-port is based on a two-step 
method. First the system is tested by sending in waves (“modes”) and determin-
ing the reflected and transmitted waves. If the multi-port is active filtering or 
correlation methods are applied to eliminate the influence of the source field on 
the procedure. In the second step the active part is determined by applying Eq. 
(1) with a known S. 

Kierkegaard et al. [6] proposed a frequency domain Linearized Navier 
Stokes Equations method (LNSE) to determine the scattering or “passive” part 
of multi-ports. The method requires that the background mean flow first is 
solved, e.g., by a RANS solver and then the LNSE equations can be solved us-
ing standard FEM methods. Using a frequency domain approach eliminates 
absolute instabilities and convective instabilities are controlled by the viscosity. 
In Ref. [7] Kierkegaard et al. applied the LNSE method to predict whistling for 
a ducted orifice by computing the complete (“passive”) 2-port for the system 
and applying the Nyquist condition. More recently [8] it has been found that for 
certain cases, e.g. a T-junction, it is crucial to include eddy viscosity or turbu-
lent dissipation of the acoustic field in the LNSE model.  

Alenius et al. [9] applied Large Eddy Simulations (LES) and computed 
both the “active” and “passive” part of the plane wave 2-port for an orifice 
plate. The structure of the source part was also studied using so called Dynamic 
Mode Decomposition (“Koopman modes”). The scattering was computed using 
harmonic incident waves and turbulence was supressed by time domain averag-
ing as well as projecting the field on a propagating plane wave mode. Using 
reflection-free boundaries the source part could be directly computed from p+, 
i.e., by projecting the pressure on the plane wave mode.

In the most recent KTH work multi-port methods were applied to develop 
new and more efficient modelling tools for complex duct systems [10]. A key 
aspect of the work was to apply and test multi-ports also beyond the plane wave 
range. One example of the results can be found in the paper by Shur et al. [11] 
analysing an axial fan unit for aircraft climate systems. In the paper the reflec-
tion free acoustic source data for the fan is extracted by projecting the field 
computed using compressible IDDES (“Improved Detached Delayed Eddy 
Simulation”) on the acoustic modes. The results demonstrate the usefulness of 
the multi-port approach for an adequate comparison of numerical and experi-
mental data. Other results from the work concerns modelling of single and tan-
dem orifice plates, see Sack et al. [12]. The flow modelling is based on a com-
pressible IDDES which is time averaged and used as background flow for a 
LNSE model of the scattering. The source or “active” part is then computed 
from IDDES by applying Eq. (1). Note this type of mixed approach is computa-
tionally much more efficient then using IDDES or LES to compute both the 
“passive” and “active” part. Of course with the risk of a larger error for cases 
when eddy viscosity effects are important.   
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JET AEROACOUSTICS: SOME INSIGHTS FROM NUMERICAL 
EXPERIMENTS 
Sanjiva K. Lele1 
1Stanford University, Stanford, USA, lele@stanford.edu 

In this talk I plan to discuss the computational and physical modeling is-
sues, which need to be carefully addressed in numerical simulations of turbulent 
subsonic and supersonic jets, to achieve accurate prediction of the laboratory 
measurements of the mean flow, turbulence, and near- and far-field sound ra-
diation, see [1] for details. Next, I will discuss how the simulation data can be 
used to gain some insights into jet aeroacoustics, such as characterizing the 
dominant noise source mechanisms and their modeling for engineering purpos-
es. I will also emphasize the use of numerical experiments to learn about sound 
source mechanisms, and end the talk with a discussion of some open issues. 

References 
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ON THE IDENTIFICATION OF SOLID SOUND SOURCES VIA 
THE FFOWCS WILLIAMS-HAWKINGS INTEGRAL 
P.R. Spalart 
Boeing Commercial Airplanes, Seattle, USA, philippe.r.spalart@boeing.com 

 
The Ffowcs Williams-Hawkings (FWH, [1]) formula shown here in its 

far-field approximation (eqn. 1) is extremely valuable in computational 
aeroacoustics, and is widely used to post-process unsteady simulations, in order 
to calculate the sound at distances beyond the accurate range of the numerical 
grid. The formula distinguishes the monopole and dipole contributions from the 
solid surfaces Σ (third and second lines) and that from the quadrupoles present 
in the fluid (first line). Curle showed that at low Mach numbers, the solid-
surface terms dominate [2]. Furthermore, for compact sources, the unsteady 
force on the body dominates. Very few studies have explicitly included the 
quadrupoles in the volume, but many have used a permeable FWH surface Σ, 
which in principle surrounds the quadrupoles, giving valid results independent 
of Mach number. However, in spite of some serious doubts over the solid-
surface approach [3], many people in the field prefer using it, partly due to sim-
plicity and partly because of some difficulties associated with turbulence cross-
ing the permeable surface.  
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Our purpose is to explore these effects, using two model problems. An 
additional attraction of the solid-surface approach is the idea of identifying the 
“true” source of the sound by computing separately the integrals for different 
components; in a landing gear, one may ask whether the wheel, the door, the 
post or the cavity “makes more noise,” and is therefore the better candidate for 
noise-reduction technology [4, 5]. We wish to determine whether this “self-
evident” argument gives a rigorous and effective approach. Our focus is on air-
frame noise, because the neglect of quadrupoles is much less defendable for 
engine noise. One key feature is the shielding of sound towards various direc-
tions; any approach that fails to reflect this shielding will be suspect. 

Our first problem does not involve quadrupoles, but leads to the identifi-
cation of sound sources, and shielding. As shown in Fig. 1a, a dipole is placed 
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under a sphere. This is a generic model for an aircraft component such as a 
wheel applying an unsteady force to the fluid. The “straightforward” identifica-
tion approach would calculate the solid-FWH sound field, and declare that “this 
is the sound of this part of the airplane.” Here, the sound field of the dipole is 
known analytically. The dipole is injected into the flow field over a small vol-
ume, and is therefore “a compact source.” We only show cases with a vertical 
dipole (Fy), but results with a horizontal dipole led to the same conclusions. 

Fig. 1. Dipole placed under sphere; left, geometry; right, pressure field 

There is no flow, and the walls are treated as free-slip surfaces. The pa-
rameters are as follows: the wave-length is 1/3 times the sphere radius R, and the 
dipole is ½ a wave-length away from the surface. This creates interference pat-
terns with 45 degrees for the dominant direction, as seen in Fig. 1b; other cases, 
with different offsets for the dipole, produced different patterns. As could be 
expected, the shielding by the sphere in the upward direction is very definite. 

We now turn to quantitative results, comparing the sound at a distance of 
11 wave-lengths λ from the origin. A FWH utility, valid in the near-field, was 
provided by Drs. A. Dyben and T. Kozubskaya of Keldysh Institute of Applied 
Mathematics (Moscow) and allows comparisons with the direct output of the 
simulation, where the grid is still fine; the same conclusions would be reached 
for far-field sound, but the simulation cannot provide that, since the grid coars-
ens for large r (and a sponge layer was introduced). In Fig. 2a the simulation 
result, in magenta, confirms the interference pattern and the shielding seen in 
Fig. 1b. The peak level at ±45 degrees is 25dB higher than the lowest level, in 
the straight-up direction. This result is accurately reproduced by the permeable 
FWH formula, independently of the radius of the FWH sphere (blue and green 
curves). The sound field of the dipole itself (black), in contrast, does not repro-
duce shielding; the only difference between the up and down direction is due to 
the difference in distance (14.5 λ versus 7.5 λ). It also misses the interference 
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patterns. The sound field of the dipole with an opposite image dipole inside the 
sphere (not shown) does capture interference, to leading order, but that does not 
provide a very practical method. 

  
Fig. 2. Left, sound extracted from simulation, and produced by integral 

formulas;  right, FWH surface term on the sphere 

Of more interest are the results of the sphere’s solid-surface contribution, 
in red, and its combination with the dipole, in orange. In the upwards direction, 
the two almost cancel. This combination gives a very accurate answer, almost 
as good as the permeable formula. On a theoretical basis, this may be unsurpris-
ing, since this problem has no quadrupoles. However, in practice, this shows 
that while the dipole is the true source of sound, the calculation of the sound 
field must include the sphere’s contribution, which in practice would mean the 
airplane’s fuselage and wing. Figure 2b shows the FWH integrand on the 
sphere, in other words the “footprint” of the dipole. Its extent appears to be a 
few times the distance from the dipole to the surface. 

Next, a generic fuselage with a simplified landing-gear cavity is consid-
ered, as illustrated in Fig. 3. This flow having quadrupoles, the results may not 
be as close to perfection as in the first case, but we expect strong effects of 
shielding, with the approach separating various parts of the surface in the FWH 
integral possibly leading to paradoxes.  

The flow is treated with Delayed Detached-Eddy Simulation, with most of 
the fuselage boundary layer in quasi-steady RANS mode, and strong clustering 
of the grid near the cavity. The Mach number is 0.25 and the Reynolds number 
based on fuselage diameter D is 107. The simulation produces the expected 
highly unsteady shear layer bounding the cavity, and weaker but fine-scale 
vorticity in it. Turbulence then propagates along the body. The pressure field is 
marked by waves with a wavelength slightly longer than D (somewhat con-
trolled by grid spacing). 
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Fig. 3. Simplified landing-gear cavity. Top left, vorticity contours; top right and 
middle, pressure field (time derivative); bottom, permeable surfaces 

Fig. 4. Spectra from simulation and from permeable-surface integral at two 
points above and below fuselage (see Fig. 3) 

Figure 4 shows that the permeable-surface FWH formula reproduces the 
sound in the simulation very accurately. This includes the strong sheltering, 
since the sound level at Point 5, above the body, is about 25dB lower than at 
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Point 14, below it. On the other hand, the spectrum shape for low frequencies is 
very similar at those two points, which we have not explained yet. 

 
Fig. 5. Sound power levels in the vertical direction with different FWH ap-
proaches; far-field results; upper graph: upwards; lower graph: downwards 

Figure 5 presents results in the upwards and downwards direction, which 
are not as simple as for the sphere-dipole case. The difference between direc-
tions is weaker than in Fig. 4, around 8dB, due to this applying in the far field. 

The solid and permeable results in Fig. 5 are almost identical up to a 
Strouhal number of 4, and in particular the peak at St ~ 3.5 is identical. Given a 
Mach number of 0.25, this corresponds although loosely with the dominant 
wave of Fig. 3. For St larger than 4, the two results diverge, and the solid-FWH 
calculations essentially miss the shielding effect, even though these are results 
with the full surface (cavity and fuselage skin), an approach which was success-
ful for the sphere-dipole case. This appears to reflect the quadrupole contribu-
tion, which would have constructive interference with the surface terms in one 
direction, and destructive interference in the other direction. The relative suc-
cess of the solid formula for low frequencies (which would not be relevant in 
airline practice) has not been explained yet; in particular, a simple argument 
such as the source being compact does not seem to apply since λ ~ D. 
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The dominant frequency is of interest. If we assume that the large eddies 
in the mixing layer propagate at half the freestream velocity, St = 3.5 corre-
sponds to an eddy spacing of D/7, which is larger than the visual spacing in the 
simulation. The Strouhal number based on cavity length L is 1.4, which would 
approximately correspond with the third Rossiter mode, using 

 StL = (n−γ)/(M+1/κ) 
with γ=0.25 and κ=0.57. This is not very conclusive. Finally, the cavity length 
and depth are 0.4 D and 0.2 D, respectively, so that conjectures based on half- 
or quarter-wavelength modes are not satisfied either. 

Overall, our results strongly support the permeable-surface FWH formula, 
and indicate that the solid-surface formula can be misleading regarding the ac-
tual sources of sound, and in particular fail to capture directional effects. 
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NEXT STEPS IN WIND TUNNEL AEROACOUSTICS: 
MEASUREMENTS AT FLIGHT-REYNOLDS NUMBERS 
Thomas Ahlefeldt 
German Aerospace Center (DLR), Göttingen, Germany, thomas.ahlefeldt@dlr.de 

In my talk I will present the microphone array measurement technique 
which was advanced at the DLR Göttingen for the use in cryogenic and/or pres-
surized wind tunnels [1]. This extends the range for acoustic measurements on 
scaled aircraft models in start and landing configuration up to real-flight Reyn-
olds numbers. This abstract describes the measurements carried out in the Euro-
pean Transonic Wind Tunnel (ETW) and presents the results. 
In the talk I will also give additional examples for measurements performed in a 
cryogenic wind tunnel [2-3] and give an insight in the comparability of micro-
phone array measurements. In the example chosen, results obtained from the 
same model but different wind tunnels are being compared [4]. 

Motivation 

The use of microphone arrays to acquire acoustic data of scaled models in 
wind tunnels has become a standard measurement technique. However, the 
comparison of the results obtained in the wind tunnel to those obtained at real 
flight tests usually reveals differences. These differences are attributable to a 
lack of model fidelity, installation effects, a discrepancy in Reynolds number, 
and the applicability of the assumptions made in phased array processing [5]. 
The work presented in the following is focused on the effect of varying Reyn-
olds number. 

Measurement setup 

The ETW facility is a high Reynolds number transonic wind tunnel with a 
2.0 m × 2.4 m closed test section. By injection of liquid nitrogen, the wind tun-
nel can be operated over a temperature range from 110 K up to 310 K and the 
total pressure can be varied between approximately 115 kPa and 450 kPa. 
Thereby the ETW provides a testing environment for full-scale Reynolds num-
bers and independent variation of Reynolds number, Mach number, and load 
[6]. 
Figure 1 shows the measurement setup with the half-model in high lift configu-
ration (scale 1:13.6) in the center of the test section of the ETW. The position-
ing of the microphones was limited to discrete dummy windows and side wall 
slots as can be seen on the left side of Figure 1. For the sensors, Brüel & Kjær 
cryogenic-type sensor of type 4944A were used. This sensor was developed 
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together with the DLR and the ETW. The corresponding frequency response 
measurements at different pressures and temperatures were performed in a cry-
ogenic vessel at the ETW site. They exhibited a non-linear combination of the 
amplitude response caused by varying the static pressure or temperature sepa-
rately [1,7]. 
Measurements were taken for several Mach numbers, Reynolds numbers and 
angles of attack. In order to additionally assess the influence of the different 
load on the model at higher pressures (deformation), several measurement 
points were chosen to give the following features: (1) comparisons at same de-
formation but different Reynolds numbers, (2) comparisons at the same Reyn-
olds number but different deformations. Thus, the effect of the elastic defor-
mation can be separated from the effect of the Reynolds number. 

Fig. 1: Photo of the setup and arrangement of microphones. 

Algorithms and Assumptions 

For the reconstruction of the source auto powers on a chosen grid, the 
conventional beamforming approach in the frequency domain was used [8].  
The limitation for the microphone positioning lead to strong side 
lobes in the beamforming procedure caused by insufficient spatial 
sampling. Here, results will be shown using the pseudo-deconvolution method 
CLEAN-SC [9]. 
For the calculation of the results, several assumptions are to be made. Inde-
pendent of the cryogenic/pressurized environment, the phase shift of each re-
constructed source was calculated using a point source assumption under ho-
mogeneous flow conditions. 
For the comparison of results obtained at different temperatures and pressures, 
the influence of those quantities must be considered in terms of corrections. 
First, a correction is required to take into account the alteration of the radiated 
sound pressure caused by the different temperatures and pressures. This correc-
tion will be also dependent on the assumptions made for the nature of the 
source. Here, the main contributing kind of source from the half-model in the 
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test section is considered to be dipole sources [1]. This correction can be de-
rived from the Ffowcs-Williams–Hawkings solution of the acoustic analogy 
with surface sources in the far-field. The resulting decibel correction for dipole 
sources with consideration of different temperatures and static pressures in the 
test section is given by (for details see [1]): 

Here, the density is taken as ρ0 = 1.25 kg∕m3 and the speed of sound as a0 = 337 
m∕s (values for pure nitrogen at international standard atmosphere conditions). 
Second, as an additional normalization approach, the results are be compared at 
the same Strouhal number to account for the different flow velocities, where 
even the Mach numbers are still the same at these different temperatures and 
pressures. 
With the application of these assumptions, differences found in a comparison 
can be related to source mechanisms not scaling as a compact dipole source or 
with the Strouhal number (i.e., Reynolds number effects, cavity or jet noise). 

Experimental Results 

The source maps were computed over an equidistant discrete grid with 
69,165 grid points covering the region of interest in an observation plane of 
1.30 × 1.32 m on the half-model. Exemplary results are shown in figure 2. It 
shows a comparison of results at Reynolds numbers of 1.43×106 and 20.06×106. 
In general, the source maps exhibit dominant sources at the inboard slats, slat 
tracks, and flap side edge, with less dominant sources at the flap and the flap 
track fairings. At a Strouhal number of 20 the source maps are almost equal 
showing the same source positions and the same level. However, for a Strouhal 
number of 130, the source map for the real-flight Reynolds number exhibits 
differences. Sources with a significantly increased noise level appear on the 
inner flap and on one flap fairing. The sources on the inner flap are the most 
dominant ones for the real flight Reynolds number case. On the other hand, the 
sources on the slat are significantly decreased. 
For a closer observation, figure 3 shows spectra taken at an angle of attack of 3 
deg. Each spectrum represents different areas on the wing, the slat and the flap 
area. The spectra were calculated by integrating the CLEAN-SC results over the 
grid points covering the slat or flap area. 
For the comparison of the slat spectra one important effect of the Reynolds 
number can be observed: various slat tone peaks disappear for higher Reynolds 
numbers. These so called “slat tones” are related to different noise mechanisms 
occurring at the slat cove. They can be considered a model artifact due to too 
low Reynolds numbers and manufacturing and handling constraints [10]. 
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The comparison of the flap sources also shows various differences for both 
Reynolds numbers. First, a hump is visible at a Strouhal number of 40, related 
to the flap side edge showing a slight shift of the Strouhal number as well as of 
its source strength. Of major significance are two large broadband increases 
appearing in the Strouhal number range of 100 to 150 and 170 to 200 at the 
flight Reynolds number. These humps are related to sources on the inboard flap 
(see figure 2) and the outboard flap showing a level increase of approximately 
10 dB. 

Fig. 2: Comparison of source maps at different Reynolds numbers. 

Fig. 3: Comparison of spectra at different Reynolds numbers (red). 

St1/3Oct = 20 (ffull-scale,1/3Oct = 360 Hz), M = 0.203, α = 3 deg 

St1/3Oct = 130 (ffull-scale,1/3Oct = 2.4 kHz), M = 0.203, α = 3 deg  

Reδ = 1.43×106  

Reδ = 1.43×106  

Reδ = 20.06×106  

Reδ = 20.06×106  

── Reδ = 1.43 .106 

── Reδ = 20.06 .106 
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In summary, several sources with a significant Reynolds number dependence 
were being shown. These include dominant sources on the flap at real flight 
Reynolds number and various peaks in the spectra with combined Strouhal and 
Reynolds number dependencies. The ability of measuring airframe noise at real 
flight Reynolds numbers now gives the possibility of separating the effect of the 
Reynolds number from the effects of model fidelity and Mach number on aero-
acoustic behavior. 
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ON THE DEVELOPMENT OF NUMERICAL TECHNUQUE OF 
ROTOR AERACOUSTICS AND AERODIMAMICS 
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The results of four-blade rigid rotor with fixed blades pitch angles in for-

ward flight CFD simulation are presented. 
The numerical method used for prediction of rotor aerodynamic and 

acoustic characteristics implemented in in-house code NOISEtte [1] is based on 
a finite-volume discretization of Navier–Stokes equations using a higher-
accuracy numerical scheme for unstructured hybrid meshes [2]. The numerical 
technique was successfully tested on a number of hovering rotor simulation 
problems [3, 4]. 

 The flow in the near field around a rotor rotating at an angular velocity 
ω is governed by the system of Navier–Stokes equations in a noninertial coor-
dinate system, written in the form of conservation laws relative to the absolute 
velocity vector: 

div ( ) 0

Div ( ) Div ( )

div ( ) div div div

t

p
t

E E p
t

∂ρ
+ ρ − =

∂
∂ρ

+ ρ − ⊗ +∇ = −ρ ×
∂
∂

+ − + = +
∂

u V

u u V u S ω u

u V u q Su

          (1) 

where V = ω × r is the linear speed of rotation of the blade, q is the heat flux 
and S is the stress tensor. 

For the spatial discretization of system (1) the original Edge-Based Re-
construction (EBR) scheme of higher accuracy [5] and its WENO version sup-
porting the solutions with sharp gradients and discontinuities [6] where used. 
For smooth solutions these schemes provide the accuracy not less than of the 
second order for arbitrary unstructured meshes, and of the fifth or sixth orders 
for translationally symmetric meshes (i.e. uniform grid-like meshes). The higher 
accuracy of the EBR scheme is achieved by quasi-one-dimensional reconstruc-
tions of the variables on the extended edge-oriented stencils. 
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An explicit time integration scheme is restricted to unacceptably small 
time steps, since spatial mesh steps in boundary layer zones near solid walls are 
typically very small. For this reason, the time integration is performed using an 
implicit 2-nd order scheme with Newton linearization, which allows advancing 
in time with sufficiently big time steps. 

The acoustic characteristics of a rotor in the far field are modeled using 
the integral formulation ”1A” proposed by Farassat [7] on a base of the Ffowcs 
Williams – Hawkings (FWH) method. This ”1A” formulation admits use of a 
control surface of an arbitrary shape but the velocity the points of the control 
surface is assumed to be subsonic. Otherwise, when passing over the speed of 
sound, the integral formula contains a singularity that makes it difficult to apply 
the FWH for a rotating rotor. Original solutions for this problem was proposed 
by authors in [8]. The key idea of this modification is the parameterization of 
the control surface in the absolute inertial system associated with the fuselage of 
the helicopter instead of the rotating coordinate system associated with the ro-
tor. It is assumed that the control surface is a surface of revolution about the 
axis of the rotor. This assumption keeps the surface undeformable under the 
proposed parameterization. In addition, the use of a uniform grid in spherical 
coordinates allows simple interpolation of variables and calculation of the angu-
lar derivative at any point on the control surface. As a result, the problem re-
duces to calculating the surface integral with delay, with the necessary data on 
the surface, moving translationally with respect to the background flow. This 
problem is easily solved by using the ”1A” formulation. 

As mentioned above, the proposed approach was used for rotor aerody-
namics and acoustics simulation in hovering mode. The paper represents the 
first author’s experience of forward flight rotor simulation. 

Fig. 1. Computational mesh for four-bladed rotor: overall view (left) 
and boundary layers on the blade and hub (right) 

The scaled rotor which is a four-blade rotor with radius 1.2 m rotating at 
360 RPM in a forward flight mode with velocity 11.31 m/s. Its blades are in-
stalled at 8o pitch angle. The blade surface is formed by the NACA-23012 air-
foil without twist. The Reynolds number, Re = 0.6×106, is based on the chord of 
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the blade 0.15 m and the blade tip velocity 45.24 m/s. The rotor hub represented 
by ellipsoid (Fig. 1 left). 

A DES approach with the SST model has been used in the simulation on a 
hybrid tetra-dominant mesh with 31M nodes and 136M elements with prismatic 
boundary layers on the blade and hub surfaces (Fig. 1 right). 

(a)    

(b)   (c)  
Fig. 2. Vortices structure (Q-criterion isosurfaces) and pressure pulsations 
time derivative in the rotor rotation plane (a) and gauge pressure distribution 
on the rotor top (b) and bottom (b) surfaces 

The rotor aerodynamics and acoustics were evaluated. Figure 2a shows 
Q-criterion isosurfaces in the rotor near field. As can be seen there are blade tip 
vortices drifted downstream by the external flow. The pressure derivative field 
in the rotor rotation plane on the same figure shows several acoustic sources: 
point sources on the blades tips, distributed sources on the vortices surfaces and 
acoustic pulsations produced by interacting blade with vortical flow structures. 
The overall top and bottom surface pressure distribution on the rotor (Fig. 2b, c) 
shows thrust presence and pressure field irregularity on the blades due to blade-
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vortex interaction. The acoustic and aerodynamic rotor properties are in good 
agreement with the theoretical and experimental data. 

The work has been partially funded by the Council on grants of the Presi-
dent of the Russian Federation, project MD-5968.2018.1. This work has been 
carried out using computing resources of the federal collective usage center 
Complex for Simulation and Data Processing for Mega-science Facilities at 
NRC “Kurchatov Institute”, http://ckp.nrcki.ru/. 
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Reducing of potential core of supersonic jets is required in various appli-

cations. This can be achieved by using two techniques: passive control (chevron 
jets, lobed mixers etc.) and active control (fluid injection from the micro jets to 
main jet). Synthetic jets (SJ) have noticeable advantages in comparison with 
other control techniques: they don’t have working fluid and mains for its sup-
ply. However, this type of turbulent jets control is insufficiently studied due to 
the experimental investigation complexity or even its impossibility. 

The RANS/ILES high resolution method [1] was applied to investigate SJ 
influence on initial section length and noise level in off-design supersonic jet 
from bi-conical nozzle that was studied in [2] (Fig. 1a). The temperature and 
pressure of ambient air is P=100 kPa, T=300 K. Nozzle pressure ratio is 
NPR=4. The total temperature at the nozzle inlet is T*

in=300 K. The static pres-
sure is fixed for outlet boundary and other parameters have zero derivatives 
with respect to normal to the boundary. The far field asymptotic of the jet is 
used for outside boundary. The Re number by parameters at nozzle exit and its 
diameter De is 2.1×106 and adiabatic index is γ = 1.4. 

(a)    (b)  
Fig. 1. (a) Nozzle geometry [2] (dimensions are in inches), (b) SJ slits location 

Calculations are carried out on structured grid containing 40.3×106 cells 
that showed good agreement with available experimental data [2, 3] and calcu-
lations [2, 4]. 

Simulations of SJ were carried out using approximate boundary condi-
tions [5]. SJ were injecting from eight rectangular slits inside nozzle with step 
of 45° in azimuthal direction as on Fig 1b. The long sides of slits were oriented 
along the longitudinal axis of the nozzle. Shape of slits and operating modes of 
SJ were chosen according to [5]. There are two parameters that determine oper-
ating mode of SJ: amplitude and frequency. The amplitude and frequency range 
was: q = 50..200 m/s, f = 60..300 Hz. 
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Simulation results analysis shows that applying of SJ with operating 
modes considered above reduce the length of initial section of main jet (Fig. 2). 
Table 1 shows operating modes of SJ and potential core length of main jet re-
spectively. Reducing length of jets initial section and potential core can be ex-
plained by intensification of main jet`s mixing with ambient air. As a result, this 
process increases pulsations of pressure and velocity in shear layer. 

 

No.  q, m/s f, Hz LPC, X/De 

 Without SJ 9.354 
1 50 60 7.236 
2 50 100 7.124 
3 50 200 8.018 
4 50 300 9.2 
5 200 200 8.11 

Fig. 2. Distribution of averaged 
longitudinal velocity along jet axis  

Table 1. SJ operating modes and 
potential core length  

It can be seen that frequency of SJ exerts the greatest influence on the ini-
tial section comparing to amplitude (No.1–4 comparing to No.3 and No.5). Re-
ducing length of initial section by 24% was achieved on operating mode №2 
with amplitude q = 50 m/s and frequency f = 100 Hz. 

The noise level at near field of jet amplifies corresponding to potential 
core reducing and pulsation of pressure increasing. Fig. 3 shows noise level at 
near field. That data was obtained from line starting from 1.5D above the nozzle 
exit at angle of 7.4°. The good agreement can be seen between simulation data 
on operating mode without SJ and experimental data [2] up to X/De=10. 

SJ frequency in operat-
ing mode №1 corresponds to 
Strouhal number Sh = 0.27 
and is equal to frequency of 
screech. In Fig. 3 and Fig. 2 it 
can be seen that as the first 
natural mode of SJ oscillation 
approaches to the frequency 
of screech the overall sound 
pressure (OASPL) of jet at 
near field increases. As we 

can see on Figs. 4a and 4b SJ on operating mode №2 reduce power spectra den-
sity (PSD) of screech by 9 dB, but increase it on the natural mode frequency up 
to 137 dB. However, there is no influence on power spectra density of screech 
on operation mode №1. 

 
Fig. 3. SJ influence on noise level at near field 
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(a)     (b) 

Fig. 4. SJ influence on power spectra density at near field 

   
(a)     (b) 

Fig. 5. Dependence of OASPL on observation angle at far field. (a) comparing 
with experimental data and calculations, (b) SJ influence 

Fig. 5 shows noise level at far field dependence on observation angle for 
operating modes No.1–4. The distance between the microphones and the jet is 
R/De=47. The good agreement between this simulation of free jet and experi-
mental data [6] and calculations [4, 6] can be seen in Fig. 5a. Calculation error 
is not more than 3%. 

There are a local increases in OASPL on all operation modes of SJ and 
without SJ on observation angle θ=55° (Fig. 5b) and local maximum of noise on 
angle θ=110° on operating mode No.2. The highest influence on noise level at 
far field has mode No.1 and No.2. 

Fig. 6 shows power spectra density for observation angles θ = 30° and 
150° for operation modes No.1 and No.2. Noise increases on the frequency of 
the first and other natural modes of SJ oscillation. Screech can be observed in 
Fig. 6b on frequency Sh=0.27 with PSD=130 dB on operation mode without SJ. 
On operation mode No.2 PSD of screech decreasing by 5 dB, yet it increases by 
10 dB on fundamental frequency of SJ. 

Applying of SJ allowed to reduce the length of initial section by quarter. 
Operation mode of SJ that decreases noise level of screech on 15 dB was found. 
However, that operation mode increases noise level on fundamental frequency 
of SJ and its overtones. 
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(a)     (b) 

Fig. 6. Power spectra density on observation angles: (а) 30°, (b) 150° 
This research has been sponsored by RFBR (Grant number 18-08-00271). 
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During development of an advanced aircraft, various options of integrat-

ing a power plant with an airframe of the aircraft are considered. As a rule, 
power plants located in the tail part of the airframe or on the wing are consid-
ered. The close arrangement of the air intake (AI) to the airframe of the aircraft 
leads to the fact that a thick boundary layer, which was formed on the elements 
of the airframe, enters the AI inlet. This, in turn, causes a great unevenness of 
the flow in and at the outlet of the AI itself. 

 
Fig. 1. General view of the AI geometry from the report [1] 

An additional factor that increases the unevenness is the complex form of 
the AI (Fig. 1). It is D-shaped in the inlet and round in the outlet. In the longitu-
dinal section, the AI diffuser is S-shaped. These factors lead to the formation of 
two longitudinal vortices of high intensity in the AI, which carry a low-velocity 
and low-energy flow from the walls of the diffuser to the core of the flow (Fig. 
2).  

31



 
      (a) section z/W=0   (b) section x/W=2.37 

Fig. 2. Average longitudinal velocity fields in the AI 
A large outlet AI unevenness can lead to a malfunction of the engine. In 

order to reduce it, various flow control methods are used: passive and active – 
gas-dynamic. One of the perspective methods of gas-dynamic control is syn-
thetic jets. Their advantage lies in compactness, independence from the working 
fluid and the possibility of shutdown. The work of synthetic jets is reduced to 
alternating cycles of blowing gas into the flow from a closed cavity by changing 
its volume and then sucking into it a low-energy external flow. The cavity 
communicates only with the external flow, so the total gas flow rate is zero. In 
this way, synthetic jets have a noticeable advantage in comparison with other 
methods of gas-dynamic control: the absence of working fluid and equipment 
for its supply and removal. For practice, it is important to know the effect of 
synthetic jets not only on the unevenness of the parameters distribution in the 
circumferential and radial directions, but also on the spectral properties of pres-
sure pulsations in the AI that change during the work of synthetic jets. 

In this study, the flow in the AI [1], mounted on an airframe simulator 
plate, was researched. At the entrance to the calculation area, a boundary layer 
with a thickness δ/W=0.1544 was set, whose profile was close to the profile of 
the turbulent boundary layer (W is the width of the entrance to the AI). The 
pronounced turbulent nature of the flow in the AI and the need to calculate tur-
bulent pulsations, primarily of pressure pulsations, require the using of vortex-
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resolving approaches. For this reason, a high-resolution RANS/ILES method 
[2] was used. 

The calculations were carried out on a structured grid of 7×106 cells. The 
regime parameters were taken from [1]. Mach number of the external flow was 
0.83, Reynolds number Re=1.3×106. The total parameters at the inlet to the cal-
culation area were: Pin

*=220632 Pa, Tin
* = 144 K, static pressure at the outlet 

was 140431 Pa. The static pressure at the outlet from the AI channel was varied 
to obtain a characteristic curve. In the course of the calculations, the throttling 
coefficient of the AI φ was varied, several variants of the regime parameters and 
positions of the synthetic jets were considered.  

Fig. 3 shows the distribution of pressure pulsations along the top and bot-
tom walls, depending on the throttling degree in the AI without synthetic jets. 
The derivative of the longitudinal generatrix of the channel AI is torn in the 
output section. The curvilinear shape of the diffuser in the transverse direction 
turns into a circular one, and there is a slight increase of noise, which is charac-
teristically of all the investigated φ. The pressure pulsations distribution along 
the top wall is qualitatively the same for the throttling degrees greater than 
0.693. One can observe the peaks appearance in pressure pulsations for the 
throttling degrees less than 0.693. This is due to the appearance of supersonic 
areas, and the peaks appear precisely in the places of these supersonic areas. 
The peaks appear for φ more than 0.626 on the bottom wall. 

  
(a) (b) 

Fig. 3. Throttling influence on the integral level of pressure pulsations along the 
top and bottom walls of the AI  

The efficiency of the synthetic jets was investigated at the operating mode 
(φ=0.576). Four parameters were varied: the location for blowing out synthetic 
jets, the amplitude q, the jets frequency f, and the angle α between the blowing-
out vector of the synthetic jets and the wall. It was possible to find such options 
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of synthetic jets (No. 1 and No. 2) that would destroy the pair vortices formed 
inside the diffuser, and reduce the uneven distribution of the total pressure by 
13.3% and 4.8%, respectively. Option number 1 – the pyramidal arrangement of 
six slits for blowing out synthetic jets on the diffuser bottom wall – the ampli-
tude was 150 m/s, the frequency was 100 Hz. Each slit is located along the 
stream and the distance between them increases as it passes through the diffus-
er. Blowing out is carried out at an angle of 45 ° to the wall, the length of the 
slit was L/W≈0.28. Option number 2 – uniform arrangement of slits for blowing 
out synthetic jets on the diffuser bottom wall – amplitude was 150 m/s, frequen-
cy was 100 Hz. There were only six slits and each was located along the stream 
at equal distances from each other. Blowing out was carried out at an angle of 
30° to the wall, the length of the slit was L/W≈0.29. Fig. 4 shows the influence 
of these synthetic jets on the total pressure pulsations level along the top and 
bottom walls. 

  
(a) (b) 

Fig. 4. Synthetic jets parameters influence on the integral noise level along the 
top and bottom walls 

The zone of our special interest is the outlet section. It can be seen that the 
pressure pulsations level increases with using of synthetic jets and the curves 
qualitatively have a different character. Nevertheless, on the top wall in section 
x/W=2 the pulsations level does not change (Fig. 4a), but on the bottom wall it 
increases by 4 dB (Fig. 4b). Moreover, the peak area in the outlet section is re-
tained for both options of synthetic jets, which can be seen well in Fig. 4b.  

Oscillograms of the static pressure were recorded for a detailed study of 
the spectral properties of pressure pulsations at several points on the AI walls. 
Based on these data, narrow-band spectra of pressure pulsations were received 
for various throttling values, both for the AI without and with synthetic jets.   

This research has been sponsored by RFBR (Grant number 18-08-00271). 
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Vortex-resolving approaches allow to more accurately predict integral 

properties (lift, drag, moments, etc.) and, more importantly, to obtain non-
stationary aerodynamic and acoustic characteristics. However, the use of such 
simulations in industrial applications is limited due to a high computing cost 
that arises from spatial and temporal resolution demands. The goal of the 
present work is to find the ways to reduce the cost of numerical prediction of 
aerodynamic and acoustic characteristics of a swept wing with high lift devices.   

Modeling of a high aspect ratio wing requires large areas of high spatial 
resolution along the wingspan. Reducing the problem to a small section of a 
wing could be a solution. To that end, spanwise periodic boundary conditions 
can be applied for an unswept wing. For a swept wing there is no such a 
statistically uniform direction. In this case we propose to combine a RANS-
resolution computing domain for a wing with a short in span LES-resolution 
zone inside it for capturing unsteady aerodynamic and acoustic properties.  

In order to elaborate this methodology we begin with studying the well-
known model configuration NASA MD-30P30N [1] that represents an unswept 
wing with deployed high-lift devices. This configuration allows to obtain a 
reasonable-quality numerical solution at rather low costs by apply periodic 
boundary conditions. The algorithm of our study consists of several stages:  

1) compute the reference case 30P30N with periodic boundary conditions 
and compare it with the available experimental and numerical data; 

2) investigate the potential of computing cost reduction: coarsening the 
resolution (especially in spanwise direction), using wall functions, 
optimizing mesh concentration and position of FW/H surface, etc., and 
analyze the corresponding changes in quality of results; 

3) using the experience obtained at stage 2 in reducing the costs, compute 
the 30P30N case applying the approach with partial LES-resolution 
and compare results with the reference;  

4) apply the proposed approach to a whole swept wing with deployed 
high-lift devices.  

The present work covers stages 1) and 2) of this algorithm. The 30P30N 
configuration was computed using a mesh of 36 million nodes made by 
extrusion of a 2D base mesh in the spanwise direction. The spatial resolution of 
this mesh, denoted Mesh1, is in agreement with numerical studies of other 
authors [2]. The NOISEtte code based on the higher-accuracy EBR scheme [3] 
was used to perform the simulation. The distance from the turbulent zone of the 
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flow to the FW/H surface was minimized in order to reduce the high-resolution 
area. At the same time the surface was placed far enough from turbulent 
fluctuations and short-range spurious oscillations. The view of the instantaneous 
flow field and the FW/H surface are shown in Fig. 1.  

Then, two reduced-resolution simulations have been carried out: one with 
the mesh derived from Mesh1 by coarsening it twice in the spanwise direction, 
denoted Mesh2, and another with the mesh derived from Mesh2 by reducing 
twice the number of nodes in the base 2D mesh, denoted Mesh3. Mesh2 and 
Mesh3 have 2 and 4 times less nodes than Mesh1, respectively.  

The simulation technology focused on reduction of computing cost will be 
presented in detail. Comparison of results on the three meshes with 
experimental and numerical data and evaluation of quality of the obtained 
results is to be presented as well.  

The work has been partially funded by the Council on grants of the 
President of the Russian Federation, project MD-5968.2018.1 (work on 
reduction of computing costs). This work has been carried out using computing 
resources of the federal collective usage center Complex for Simulation and 
Data Processing for Mega-science Facilities at NRC “Kurchatov Institute”, 
http://ckp.nrcki.ru/. 

 
Fig. 1. Instantaneous flow field and FW/H surface contour  
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The importance of jet installation noise problem can be seen from a large 

number of recent publications [1–13]. Many papers are devoted to the develop-
ment of simplified analytical models of this effect [2, 3, 5, 9, 11, 12, 13]. Ana-
lytical approaches are usually based on the considerable simplification of the 
initial geometry, e.g. real wing is replaced by a flat plate (all models), angle of 
attack is set to zero (all models except [11]), co-flow is not taken into account 
[2, 5, 6, 11]. Numerical high-resolution methods can be used to obtain physical 
assessments for realistic configurations and flow parameters [7–8], however 
their application is still usually restricted to selected cases due to high computa-
tional costs, and they are not convenient for parametric studied/optimization. 
Note that recently developed fast solvers using GPU and running on a conven-
tional desktop computer may fill this gap [14]. However, engineering appli-
cation requires reliable and fast low-order models capable to predict jet installa-
tion aeroacoustic effects with acceptable accuracy, e.g. at initial stages of air-
craft design. 

The present work is focused on the development of such low-order meth-
od. This work continues the previous studies of the authors related to the analyt-
ical modeling of jet-wing installation effect for model geometries of increasing 
complexity: 2D model [3], round jet and plate – scattering of axisymmetric 
mode [9], round jet and plate – scattering of spinning modes [13]. 

The model is tested on experimental data and the data of the numerical 
simulation. It is shown that the far-field spectrum of the installed configuration 
can be predicted on basis of near-field data of the standalone jet or installed jet 
for simplified and realistic configurations. 

The work has been partly supported by the Russian Foundation for Basic 
Research (project 16-01-00746a, experiments and numerical simulation) and by 
the Russian Ministry of Industry and Trade, project “ORINOCO-2” (theoretical 
model development) as a part of the European Union‘s Horizon 2020 project 
ARTEM, grant No 769350. 
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Introduction 

Aeroacoustics is a topic of research with increasing relevance due to its 
technological and societal implications ([1, 2, 3]). The present work is focused 
on the flow over an open cavity at low Mach number, that is of interest to un-
derstand noise generation mechanisms in wall-bounded separated flows. While 
this configuration has been extensively studied ([4, 5, 6]), most of the works 
assume the flow to be two-dimensional (2D). However, for Reynolds numbers 
above ≈ 1200, the flow is three-dimensional (3D) [7]. This might result in sig-
nificantly different sound sources. The purpose of the present work is to study 
the sound radiated by a 3D open cavity at Re=1500, M=0.15, and compare it 
with the results obtained assuming a 2D flow. To do so, two approaches will be 
used: Curle integral, evaluated as a post-process of an incompressible solution 
obtained with Alya [8] and Direct Simulation (DS), evaluated with NOISEtte 
code based on EBR schemes [9].  

In the case of the first approach, a low dissipation methodology [10] strat-
egy based on the recently proposed conservative EMAC scheme [11] will be 
used with a Galerkin approximation for space discretization together with a 
non-incremental fractional step method to stabilise pressure. Temporal discreti-
zation will be performed through a conservative explicit third-order Runge-
Kutta scheme [12]. The solution obtained from this CFD formulation will then 
be used to evaluate the acoustic signal with the Curle method. For low Mach 
numbers, this formulation can be expressed as a surface integral [13]:  

                                        (1) 

where [*] means the evaluation of the expression at the retarded time  
and the surface S is the boundary of the solid body immersed in the fluid. 
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Fig. 1. SPL for nine observers: — present Results, — [4] DS, — [4] Curle  and 

— [5]  Curle 

Problem Statement 

Consider a two dimensional open cavity indefinitely extended along the z 
direction with geometrical parameters L/D=4, where L and D are the length and 
depth of the cavity respectively. The Reynolds number is Re=1500 and the 
Mach number is M=0.15. 

When a two dimensional CFD simulation is considered, expression (1) is 
evaluated extending the integral domain along z/D assuming uniform p and  
values until its contribution is negligible due to its inverse dependence with 
distance. Similarly, the integral also converges in the x-direction. Fig. 1 shows 
the calculated Sound Pressure Level for nine observers located at y/D=7.18 and 
x/D  [-2,-1,0,1,2,3,4,5,6] compared with the results from [4] and [5] when 
considering two dimensional flow behavior. 

As previously stated, it is thought that these results will be significantly 
different when a 3D CFD simulation is taken as source terms for the integrands 
in expression (1). Figure 2 displays the streamlines in the 2D simulation. Due to 
the nonexistence of vortex stretching in two dimensions, the vortices do not 
vanish. This fact will generate larger pressure fluctuations on the integration 
surface. On the other hand, Fig. 3 shows the vortex structures defined by the 
Q-criterion, which exhibits the three dimensional flow behavior expected.  

This paper will compute expression (1) using the results coming from a 
three dimensional CFD simulation and will compare them with the ones shown 
in Fig. 1. A direct simulation solution will be taken as the reference solution. 
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Fig. 2.  Streamlines for instantaneous velocity in the 2D case 

 
Fig. 3.  Vortices in the 3D case using the Q -criterion 
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The turbulent wakes generated by a rotor interacting with outlet guide 

vanes is one of the dominant broadband noise sources in a turbofan engine. This 
present paper deals with the prediction of the broadband noise due to the inter-
action of rotor wake turbulence with the OGV. The approach proposed in this 
paper aims to reproduce the two-point cross spectral statistics of the turbulent 
velocity fluctuations at the OGV leading edges, which provides a complete 
specification of the rotor wake turbulence for broadband noise predictions. The 
approach proposed here is based on a superposition of vortical modes with the 
appropriate amplitudes. Three different vortical modes are investigated:  
1) Fourier modes, 2) Proper Orthogonal Decomposition (POD) modes, 3) Nor-
mal modes of Linearized Euler Equations (LEE). A linearized unsteady Navier-
Stokes solver can be used to predict the aerofoil response due to each incoming 
vortical mode. 
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In this work, rotors with artificial iced shapes are studied to develop in-

sight in the potential of acoustics-based ice detection. Using the Helicopter 
Multi-Block CFD solver, approximate iced shapes are added to the blades and 
the results are analyzed using the FW-H method. Several candidate monitoring 
positions are assessed for acoustic sensors to be placed on the helicopter fuse-
lage. The influence of ice on the aero-acoustic characteristics of a rotor is calcu-
lated, and parameters such as the ice amount and the icing position on the blade 
are quantified.. 

The adopted method in this paper 
used the HMB3 CFD solver of the Uni-
versity of Glasgow [1, 2] and simulates 
the flow around helicopter blades in 
hover and forward flight. The estab-
lished FW-H method [3] for acoustics is 
also used and the noise signals from 
iced rotor blades received on the heli-
copter fuselage, are compared with the 
signals of clean blades. The location and 
size of ice are both investigated and an 
appropriate array of microphones is de-
signed. The array can sit on the rear 
helicopter fuselage and along the tail-
boom so that ice occurring at any loca-
tion on the blade can be detected. Sev-
eral criteria for ice detection are estab-

lished taking into account the sensitivities of real-world microphones that can 
be used during potential flight trials. Figure 1 shows the potential location of the 
microphones. empennage of a helicopter. Figure 2 presents results for the 
Caradonna-Tung [4] rotor in hover and for the UH60A rotor in forward flight 
[5]. The results show which microphone (A to F) is activated by a small amount 
of ice located near the 75% of the blade radius. Several cases have been investi-
gated and it appears that the proposed 6-microphone array is adequate for the 
flight regime of the studied rotor. 

The paper presents the validation of the employed method and a detailed 
account of the findings.  

  
Fig. 1. Locations of microphones 
on the rear helicopter fuselage and 
tail-boom 
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Fig. 2. Activated microphones in hover and forward flight by a small amount of 

ice near the 75%R of the UH60A rotor blade. 
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To obtain a low-noise fan design in a justifiable amount of time, efficient 

computational aeroacoustic (CAA) methods are necessary for the prediction of 
aerodynamically generated noise. To bridge the gap between the high computa-
tional effort of scale resolving simulations and the limited predictability of 
semi-empirical models, a first principle based approach for broadband noise 
prediction is developed at the Department of Technical Acoustics of the Ger-
man Aerospace Center (DLR).  

The applied concept is a hybrid approach, where an unsteady acoustic 
simulation is performed based on a precomputed steady flow solution (mostly 
RANS). The acoustic computation relies on a coupled run of a propagation code 
and a synthetic turbulence generator, providing the necessary acoustic source 
information. Those stochastically generated sources are calculated by the Fast 
Random Particle Mesh method (FRPM) [1] while the CAA solver DISCO++ is 
used for sound propagation. 

 
Fig. 1.  3-D geometry of a ducted axial fan discretized by an unstructured 

tetrahedral mesh 

Since dealing with complex three-dimensional geometries and flow condi-
tions an unstructured meshing approach is deemed to be beneficial. Local re-
finement often required due to small features of the geometry or high gradients 
in the flow field can be easily achieved using tetrahedral elements in an unstruc-
tured mesh. Fig. 1 depicts the surface mesh for a ducted axial fan, where vari-
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ous levels of refinement are depicted. The spatial discretization used by 
DISCO++ is based on the 4th order discontinuous Galerkin (DG) method to 
solve the Acoustic Perturbation Equations (APE-4) [2].  

For validation purposes the noise generation and propagation of a generic 
test case is computed and juxtaposed to measurement data. The case chosen is 
known as the “USI7” rotor which was designed and investigated at the Univer-
sity of Siegen to serve as a benchmark case for future studies on ventilator aer-
odynamics and acoustics. The setup consists of a five bladed, low pressure axial 
fan placed in a duct with an attached nozzle. A detailed description of the test 
rig as well as experimentally obtained data is provided by Carolus et al. [3] and 
is used within this study as reference.  

 
Fig. 2.  CAA domain used for the acoustic simulations; half ellipsoidal-shaped 

domain to accommodate virtual microphones located along circles 

The CAA domain chosen for the test case is depicted in Fig. 2. It is 
shaped half ellipsoidal upstream of the intake to accommodate the virtual mi-
crophones. For the datum problem the precomputed RANS mean flow solution 
does not account for any inhomogeneous inflow disturbances upstream of the 
fan. This allows reformulating the simulation problem in a rotating frame of 
reference, co-rotating with the fan with a constant angular velocity. It is found 
that the APE equations are covariant against general coordinate transformation, 
i.e. they remain formally unmodified in a rotating frame of reference.  
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Due to the rotating frame of reference, the sampling position of a micro-
phone in the CAA domain is rotating as well. A further post processing step is 
required to counteract the rotation, i.e. extract data for a fixed position in the 
non-rotating frame of reference. 

In this study two variations of the tip gap are simulated, i.e. sA1 = 0.3 mm 
and sA2 = 3.0 mm. The former is referenced to as case A1, the latter – case A2. 
For the A1 configuration, the tip gap is not resolved by the CAA grid, since 
very small element sizes are required – leading to extensive computational ef-
fort. Nonetheless, the impact of the gap on the noise generation of the ventilator 
is captured through the acoustic source terms computed by FRPM. 

The instantaneous pressure field at the final time step of the simulation is 
presented in Fig. 3 for the A1 setup. The two slices in the colour plot show the 
pressure waves radiate spherically from the nozzle. 

 
Fig. 3.  Color plot of the instantaneous pressure field for the case A1 

Notably, acoustic sources are computed only for one of the five blades, 
assuming the broadband noise sources of the different blades to be statistically 
independent. Since a linear acoustic problem is solved, the noise generation of 
the total assembly is the spectral sum of all five independent blades. This pro-
cedure allows to restrict the higher mesh resolution necessary to resolve the 
turbulence related sound sources to just one blade whereas the other blades can 
be meshed based on relieved aeroacoustics constraints.     
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A comparative evaluation of the sound pressure level spectra for the two 
cases A1 and A2 is presented in Fig. 4. Here, the sound pressure level recorded 
by the φ = 35° virtual microphone position is compared to corresponding ex-
perimental data. Over a wide range of frequencies, the simulation is in good 
agreement with the measurement while some deviations can be found in the low 
frequency range. The expected increase in sound pressure level for a greater tip 
clearance (A2) is well predicted in terms of relative SPL, since no calibration 
for absolute levels is yet performed. Further studies concerning both the CFD 
and acoustic part are planned for the test case to increase the accuracy of the 
prediction as well as to assess and improve the efficiency of the method. 

 
Fig. 4.  Comparison of small tip gap (A1) with large tip gap (A2) setup 

References 

1. R. Ewert - Broadband slat noise prediction based on CAA and stochastic 
sound sources from a fast random particle-mesh (RPM) method - Comput-
ers & Fluids, 37, 2008 

2. R. Ewert, W. Schröder - Acoustic perturbation equations based on flow 
decomposition via source filtering - Journal of Computational Physics, 188, 
2003 

3. T. Carolus, T. Zhu, M. Sturm - A low pressure axial fan for benchmarking 
prediction methods for aerodynamic performance and sound - Noise Con-
trol Engineering Journal, 63 (6), 2015 

50



 
EXPERIMENTAL AND THEORETICAL INSTABILITY WAVE 
NOISE SHIELDING INVESTIGATIONS  
Stanislav L. Denisov, Nikolay N. Ostrikov 
TsAGI, Moscow, Russia, stanislav.denisov@tsagi.ru 

 
Investigation of various aspects of external noise reduction with the help 

of engine placement over the airframe began in the 70s of the last century. The 
calculations which carried out in [1, 2] demonstrated a high potential for noise 
reduction of the external noise with the aid of similar layouts that realize the 
shielding effect. However, it should be noted that the shielding efficiency 
calculation performed in [1, 2], simple methods for diffraction calculation were 
used: the physical optic approximation, the Fresnel approximation [3] or the 
Maekawa method [4]. In these calculations the aircraft power plant was 
modeled by a point source with a directional pattern measured in the far field, 
but in fact aircraft power plant is a noncompact noise source,. 

The incorrectness of modeling a noncompact source by a monopole 
source with a directivity pattern described by a set of spherical functions was 
demonstrated in [5]. In [6–8] the question of noncompactness was thoroughly 
studied and it was shown that the application of simple diffraction theories 
together with the replacement of a noncompact source by a point source with a 
directivity diagram based on measurements in the far field leads to an error in 
the prediction of the shielding efficiency in the geometric shadow zone to 
20-30 dB and even more. 

As shower in [6, 7] the reason for such a significant error is that the phase 
characteristics in the far field from the noncompact source are formed at a 
significant distance from the source and the simplified methods of diffraction 
calculating are extremely sensitive especially to the phase characteristics of the 
acoustic field near the source. Since the shielding surface of the airframe is 
placed in the immediate vicinity of the source in the near zone (or induction 
zone) the phase distribution inherent to approximate theories of diffraction 
calculation does not forming which leads to significant errors. 

Based on the results of comparative calculations performed in [6, 7] the 
Geometric Theory of Diffraction (GTD) proved to be the most promising 
method of shielding efficiency calculation. The GTD allows one to accurately 
calculate not only the amplitude but also the phase of the sound field which is 
an extremely important property for noncompact sources. Performed 
experimental validation of the GTD method by means of maximum length 
sequence method [9] demonstrated not only the high accuracy of the sound field 
calculation in the geometric shadow zone, but also showed the applicability of 
the GTD to the investigation of the sound diffraction on the plane rectangular 
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and polygonal screens. Thus GTD was chosen to perform the shielding 
efficiency calculation of aircraft non-compact sources. 

In the present paper as a noncompact aircraft noise source considering the 
problem of shielding efficiency calculation of acoustic radiation from a high-
speed jet described by set of instability waves downstream developing [10] – 
experimentally confirmed large-scale coherent structures [11, 12]. Earlier such 
a representation made it possible to explain and calculate the main 
characteristics of sound radiation by round supersonic jets [10]. 

The proposed work generalizes the methods and approaches developed in 
[11] for the case of calculation of the noise efficiency radiated by the instability 
waves [13]. In this work the instability waves are considered as elementary 
sound sources and represent harmonic in time vibrations of the jet which have 
the form of wave packets. The perturbation amplitude in these packets 
exponentially grows downstream in the initial part of the jet. Then the thickness 
of the mixing layer increases the growth rate of the perturbation amplitude 
decreases. At the final stage from some section of the jet the amplitude of the 
wave packet begins to decrease. For each given frequency, the jet has a family 
of instability waves having a different structure in the azimuthal and radial 
directions. The total noise of the jet is found as a stochastic sum of the 
contributions of various instability waves. 

For wave packet form determination used the fact that among of all 
possible perturbations in the initial part of the jet, spatially unstable 
perturbations (instability waves) are isolated. The amplitude of these instability 
waves exponentially grows downstream as long as the mixing layer remains 
thin enough (the Kelvin-Helmholtz instability). Thus, the evolution of 
perturbations in the jet is determined not by the entire infinite set of natural 
oscillations of the jet but only by its small part calling instability waves. 

Each individual instability wave is modeled by the aggregate of point 
sources which amplitude and phase distribution is given by means of a model 
wave packet and the power density spectrum took from experimental data 
analysis. 

It is shown that the developed method for shielding efficiency calculation 
of high-speed jets allows generalization to arbitrary flat polygonal screens. This 
fact make it possible to carry out shielding efficiency of noise emitted by 
noncompact sources such as instability waves to a wide class of layouts of 
aircraft with an upper engine arrangement. 

This work was carried out with the financial support of the Ministry of 
Science and Education of the Russian Federation under the agreement No. 
14.628.21.0011 (the agreement unique identifier RFMEFI62818X0011). 
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In the process of the turbomachinery tone noise simulation the calculation 

of interactions between different blade rows should be performed and also the 
propagation of acoustic disturbances, generated by the interactions of rows, 
outside the turbomachine duct should be calculated. Though it is possible and 
even desirable to solve these two problems in one computation, for the sake of 
economy of computational resources, often the so called hybrid approach for 
the tone noise simulation is used. According to this approach the computation is 
divided into two parts – first the rotor-stator (rotor-rotor) computation is carried 
out, and then its results serves as a base for the separate computation of noise 
propagation [1]. 

Modeling of the interaction of rows in turbomachines remains currently a 
task, demanding to computational resources, especially if a turbomachine under 
consideration is multistage. The simplest and the most widespread approach is 
the direct full annulus time-domain unsteady calculation; however it is extreme-
ly expensive in terms of computational resources if the number of stages is 
more than two. One of the possible approaches for the acceleration of the com-
putations is the transition from unsteady calculation of evolution of a flow-field 
in time to stationary calculation for the specified set of harmonics. Frequency-
domain harmonic methods are proved to be computationally efficient for the 
computation of fan tone noise [2], reducing computational domain to a single 
blade passage for each row. Also, as it was shown in number of works, some of 
them written with the participation of the authors of this one, harmonic methods 
allow to perform approximate calculations of interactions between rows in a 
multistage turbomachine with acceptable accuracy and computational expense 
[3]. Calculations in the frequency-domain can be performed using either linear 
or nonlinear equations both for single stage and multistage turbomachines. 

Modeling of the propagation of disturbances, generated in the inter-row 
interactions, through an inlet or a nozzle also generally represents a task, de-
manding to computational resources. However in the case when an inlet or a 
nozzle can be treated as axisymmetric, (which is common for test rigs), harmon-
ic methods makes possible to significantly increase the speed of calculations. In 
this case the flow field can be decomposed into circumferential modes (harmon-
ic functions of time and azimuth angle characterized by the frequency and the 
circumferential number). Then the calculation of noise propagation can be per-
formed independently for each of these circumferential modes in the 2D com-
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putational domain, corresponding to the longitudinal section of initial 3D ge-
ometry. Such approach is commonly called 2.5D. In many cases the solution 
can be described by a small number of circumferential modes, thus the reduc-
tion of 3D equations to the set of 2D equations can lead to the acceleration of 
the aeroacoustic calculation.  
In the current work the implementation of the corresponding method in 3DAS 
(3 Dimensional Acoustics Solver) CIAM in-house solver [4] is described. The 
method can be used either in the linear approximation, which is appropriate 
approach for the calculation of the propagation of an interaction noise, or it can 
be used in the nonlinear statement. In the latter case it can be used for the calcu-
lation of the propagation of shock waves, arising in the blades of the fan operat-
ing at supersonic tip speed, through the inlet. Also the method can be used for 
the calculation of pure multiple tone noise. The comparisons between the results 
of linear and nonlinear computations in the frequency domain performed with 
the method under consideration and the results of direct unsteady calculations 
of noise propagation through an inlet and a nozzle are presented. It is shown 
that the usage of harmonic methods makes possible to increase the speed of 
calculations retaining acceptable precision both in the linear and nonlinear 
statements. 

With the usage of 3DAS solver it is possible to combine 2D and 3D com-
putations in one calculation. Special interfaces preserve the continuity of the 
solution on the boundary for the specified set of circumferential modes. This 
approach makes possible, for example, to perform the simulation of tone noise 
generation due to rotor-stator (rotor-rotor) interactions in the 3D setup and at 
the same time to model the propagation of disturbances through the inlet in the 
2D setup. Such approach owing to a direct connection of calculations of interac-
tion and propagation should provide the higher accuracy of the overall calcula-
tion, than the standard hybrid approach. Moreover the computational costs for 
carrying out of the given calculation not considerably surpass costs for carrying 
out of calculation of interaction between rows. The example of such a calcula-
tion for a counter-rotating fan is presented in the work. 
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This contribution presents results for the computation of the noise radiated 

by a single stream jet and for an installed configuration with an UHBR nozzle 
installed at a high-lift wing considering the entire wind tunnel set up of a related 
DLR experiment in the Acoustic Windtunnel Braunschweig (AWB). The direct 
noise computation (DNC) is performed solving the Navier-Stokes equations in 
perturbation form over a given background RANS flow in the framework of a 
zonal RANS/LES simulation with Non-Linear Disturbance Equations (NLDE) 
as first proposed by Morris et al. [1], and further developed in the works of 
Sagaut & Labourasse [6, 7], Batten et al. [8, 9] and Terracol et al. [10, 11]. 

In the Forced Eddy Simulation (FES) approach, besides a dissipative sub-
filter model, forcing in space in time is applied using the so-called Fast Random 
Particle-Mesh Method (FRPM) to realize a stochastic backscatter method (sto-
chastic volume forcing method) for technical applications and such avoiding 
grey areas. Compared to the NLDE system as proposed by Morris et al. [1], 
where all viscous fluctuations are neglected, the present approach is accounting 
for the shear-stress in the momentum equation but neglecting the contribution 
of viscous fluctuations to the energy equation. The viscous terms in the momen-
tum equation are modelled as the resulting vector force rather than the entire 
shear-stress tensor. Hence, the governing equations read 

 
with the right hand side term  

                        
The stochastic forcing on the right hand side of momentum equations is 

based on DHIT calibrated backscatter model and comprises similar features as 
for example described by Leith [2] or Marstorp et al. [3]. On the other hand, the 
dissipation is modelled as a vortex force based on residual eddy viscosity, 
which is dynamically adjusting to growing, equilibrium or decaying turbulence 
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with the ratio between resolved and residual turbulent kinetic energy. The com-
bined effect of forcing and dissipation which removes the energy at low wave 
numbers and feeds in energy at high wave numbers establishes the desired en-
ergy transfer as driving mechanism for the energy cascade (refer to Fig. 1). 

 
Fig. 1.  Energy transfer caused by forcing and dissipation term 

The above described methodology has been recently implemented in 
DLR’s PIANO/FRPM code.  A cold isolated single stream jet with nozzle exit 
Mach number of 0.9 in static condition is used for validation of the FES ap-
proach. The computational domain is resolved with approx. 10 million grid 
points with cylindrical grid topology. The grid cell width is in axial and radial 
directions rather constant. In circumferential direction the resolution is getting 
coarser with growing radius by nature of O-topology. 

 
Fig. 2.  Numerical Schlieren plot for cold isolated single stream jet with Ma=0.9 
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The study with this computational case is still ongoing, but has already 
shown encouraging results. Fig. 2 is showing an instantaneous plot of density 
gradient magnitude, i.e. as a numerical Schlieren plot. It can be observed that 
after nozzle exit the coherent structures start to grow which become after poten-
tial core rather chaotic and slowly decaying.  

 

 
Fig. 3.  (top) Contour plot of pressure fluctuations; (bottom) Comparison of   
spectra between measurement, similarity spectra and FES computation for 
polar angle of 90° and 35°  

The contour plot of pressure fluctuations in Fig. 3 (top) is also showing 
the expected distribution, i.e. broadband radiation in polar angle range 90°-60° 
and Mach wave radiation for smaller polar angles. The corresponding spectra 
for two representative polar angles of subsonic high speed jet are plotted as a 
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comparison with measurement of Seiner and similarity spectra of Tam in 
Fig. 3 (bottom). The agreement of spectrum form for microphone position with 
Mach wave radiation with the F-noise similarity spectrum is considerably good. 
Also the spectrum at 90° fits to the both reference spectra, but let still room for 
improvement in high frequency range where the noise contribution appears to 
be slightly weaker.  Thus, computations with adjustment of calibration parame-
ters are planned in subsequent work. 

With the aim to study the installation effect, a wing-nozzle configuration 
from LIST project is applied to FES approach, too. Since the above described 
validation with the single stream jet is not yet accomplished, the results of this 
computation should be considered as preliminary. Also the obtained time signal 
length is not yet long enough for a quantitative evaluation. Nonetheless, the 
applicability of this approach has been approved for more complex configura-
tions than single stream jet. A contour plot of pressure fluctuations for this 
computation is depicted in Fig. 4. For this case, the highest noise contribution 
appears to come from the flap trailing edge, which is attributed to jet flow in-
duced noise generation mechanism. 

 
Fig. 4.  Contour plot of pressure fluctuations for installed UHBR configuration 

with nozzle exit Mach number of 0.4 and ambient co-flow of 0.2 
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This paper provides a new acoustics design sensitivity approach for the 

minimization of noise on landing gear parts. The idea consists of direct differ-
entiation with respect to the gear design parameters X of the far-field Sound 
Pressure Level (SPL) of the landing gear during flyover [1]: 

          (1) 

Here, C is the convective amplification factor. is the atmospheric attenuation 
and Dw the directivity function accounting for installation effects. P²i is the 
mean square far-field pressure of an individual component source at an observer 
radius R: 

   P²i = Hi (ρ, V, X) × F(St)                 (2) 

Hi (ρ, V, X) is a function depending on the air density  ρ, the air velocity 
V and the design parameters X. F(St) is the spectral function expressed 
with respect to the Strouhal parameter as: 

                       (3) 
ai and N are the experimental coefficients of the ith component correlated from 
wind tunnel test [1]. The Strouhal is defined in terms of the frequency f and the 
component diameter d as: St = (f×d)/V. 

Assuming that Dw and χnoise are independent of design parameters, the 
Acoustics Design Sensitivity of the SPL level (1) is obtained by the following 
differentiation forms [2]: 

                (4) 

                     (5) 

∂F(St)/∂ X  = ∂F(St)/∂ d = f/V                         (6) 
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The numerical implementation of the proposed Acoustics Design Sensitiv-
ity analysis (4)–(6) has been performed using SCILAB code and its open 
sources [3]. The obtained sensitivities are used to control and minimize noise 
objective A(X) such as: 

                                      (7) 

Xmin and Xmax are the lower and the upper limits of the design parameter sets. 
The acoustics objective A(X) may concern the Overall Sound Pressure Level  
(OASPL) [measured for one given microphone position] or its average Level   
[OASPL integrated on the total number of microphones].  

 
Fig. 1. Components definition of the Generic Landing Gear (GLG) 

The numerical illustration will be carried out on the Generic Landing 
Gear (GLG) represented in Fig. 1 by 2 wheels, the wheel hubs, and the strut 
cylindrical parts (main fitting, sliding tube, sidestay and axle). 

The sensitivity computations have been performed with respect to the fol-
lowing design parameters: Diameters dS (Struts), dW (Wheels), dH (Hubs) and 
dD (Dressing); Lengths lS (3 Struts), and lD (Dressing); Azimuthal angles ΦS (3 
Struts); Width WW (Wheels); Depth hH (Hubs); Numbers NW (number of 
Wheels) and NH (number of Hubs). Fig. 2a gives estimates of the sensitivities 
under the wheels; at 90° location. It is demonstrated that 82% of the far-field 
OASPL is sensitive to only six parameters (dMF, dSS, wW, dA, hH, and dW) in-
stead of the (fifteen) initially predefined ones.  Moreover, almost 65% of the 
noise is controlled by the main-fitting and the sidestay design parameters.  

The above (ADS) sensitivities correspond to an overall reduction of 
1.45dB of the landing gear (OASPL) noise. The attenuation performed on the 
main-fitting and sidestay is about 0.97dB representing the bulk of the overall 
noise attenuation on the landing gear. The first optimization problem consists of 
minimizing the (OASPL) overall noise objective. Fig. 3a illustrates the evolu-
tion of the reference and optimized landing gear noise directivity witch shows 
an average attenuation of 1.35dB.   
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 (a)  

(b)  

Fig. 2.  a) GLG reference noise directivity, 
b) Acoustics Design Sensitivities at 90° 

 
(a)     (b) 

Fig. 3.  a) Reference and θ-Optimized directivity, 
b) Optimized shape design parameters 

Furthermore, the OASPL shape optimization is carried out for each angu-
lar θ-position and therefore will lead to a different set of optimized parameters 
(Fig. 3b) for each different position (0°<θ<180°). From a design point of view, 
this solution will not acceptable because they correspond to new landing gear 
design architecture for each θ position.  

64



A suitable formulation of the noise objective as an average level ( ) will 
help to overcome the above situation and will lead to a unique converged opti-
mum solution XOPT of the landing gear shape parameters. Figure-4.b shows the 
evolution of unique set of optimum parameters with respect to the initial set of 
design values. The new ( ) optimized directivity is similar to the previously 
(OASPL) optimized one because the control parameters (dMF, dSS, wW, dA, hH, 
and dW) - previously identified for θ=90° - converge always to the same opti-
mum value and remain unchanged for all θ-position (Fig. 4a). 

 
Fig. 4.  a) Reference and Optimized directivities, 

b) Optimized shape design parameters 
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Wall pressure fluctuations on the surface of fuselage are a substantial 

source of noise inside an airliner, as their impact on the covering leads to vibra-
tions of the elastic construction, followed by sound radiation into the cabin. At 
the same time, the problem of internal noise reduction is complicated due to the 
strict limitations of size and weight of the airplane constructions. Thereby, pre-
cise information about the characteristics and spatial structure of wall pressure 
fluctuations is a key issue concerning the reduction of internal noise of the air-
craft. 

In the acoustic Department of TsAGI have been conducted series of flight 
and laboratory experiments, which have allowed to obtain the characteristics of 
wall pressure fluctuations in a turbulent boundary layer on a smooth surface 
with small gradients of mean pressure and to develop empirical equations to 
calculate them [1, 2].  

However, due to design features, on the surface of the aircraft there are 
some additional disturbances apart from the uniform wall pressure fluctuations 
of the undisturbed boundary layer on a smooth surface. One particular source of 
such disturbances is local separation flows which occur in the vicinity of sur-
face discontinuities. The characteristics of the additional disturbances vary in 
space to a much greater extent than the characteristics of the pressure fluctua-
tions of the undisturbed turbulent boundary layer. 

A typical example of the surface discontinuities on the fuselage of an air-
liner are steps of various configurations. Perturbations produced by such obsta-
cles are the subject of active experimental and computational studies [3–7]. 

It was found out, in particular, that exactly in front of a step, the excess 
value is 20-30 dB in the low frequency range. Behind the step, this excess is 
15-20 dB at low and medium frequencies, but the spatial area of high pressure 
fluctuations is significantly greater than in front of the step. As a result of para-
metric studies, the main patterns of spectral density, correlation scales and 
phase velocity of non-uniform fields in front and behind the step were obtained 
depending on the Mach and Reynolds numbers, dimensionless height of the 
step, geometry of the non-uniformity zone. It was shown that the influence of 
the Mach number is an increase of the dimensionless spectral density in the 
region of transonic regimes (M=0,8-1,5) with the formation of a local maximum 
in the vicinity of M=1.2. Also noted the transformation of the wall pressure 
fluctuations field behind backward-facing step with M>1.  
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When the size of the combination of forward- and backward-facing steps 
change (which affects the mutual arrangement of recirculation zones – in front 
of the configuration, behind the configuration and at the side edge), a significant 
change of the local characteristics of the wall pressure fluctuations in its vicinity 
can be observed.  

The results of experimental studies show that under certain conditions 
wall pressure fluctuations in front and behind of the combination of forward- 
and backward-facing steps can be significantly correlated. That correlation can 
be substantially higher than the one in the undisturbed turbulent boundary layer 
(TPS) with the same distance between the transducers. Thus, in a sufficiently 
long range of low frequencies, the correlation between the pressure fluctuations 
in front of the forward-facing step and behind the backward-facing one was 
significantly higher than the correlation observed in the undisturbed turbulent 
boundary layer. A distinctive feature of this phenomenon is that the formation 
of an additional (in relation to noise in the cabin) non-uniform wall pressure 
fluctuations field occurs in the interaction of already existing fields, those local 
characteristics does not notably change in a wide range of variations of the pa-
rameters.  

Generalizing the results of laboratory and flight experiments, has been de-
veloped an empirical model of wall pressure fluctuation fields in the vicinity of 
the combined forward- and backward-facing steps configuration. It was shown 
that the spectrum of spatial correlations can be represented with three compo-
nents: the spectrum of spatial correlations in front of the forward-facing step, 
behind the backward-facing step and their combined configuration.  

Further efforts were made to reveal the structure of wall pressure fluctua-
tions directly on the step surface. 

Fig. 1, given as an illustration, represents the difference between the spec-
tral levels of pressure fluctuations on the surface of a step and the spectral pres-
sure fluctuation levels of the undisturbed turbulent boundary layer (TBL). The 
observation points are located on various distances from the leading edge. The 
results are presented for the height of the step h = 5mm and the speed of the 
upcoming flow U = 45m/s. It is evident that in the vicinity of the edge observed 
spectral levels are more than 20 dB above the levels of the undisturbed TBL at 
all frequencies and almost 30 dB higher at the low frequencies. As the distance 
from the edge increases, there is a significant decrease in both the low-and high-
frequency parts of the spectrum. Already at a distance of 3h there is a decrease 
in the spectral levels of pressure fluctuations in these frequency ranges by about 
10 dB. At the same time, in the mid-frequency part of the spectrum there is a 
significantly slower decline in spectral levels and at a distance of 3h in this area 
of Strouhal numbers there is a maximum, the spatial position of which corre-
sponds to the relative position of 1.5 step heights. Since x/h>3 there is a uniform 
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frequency reduction in the spectral levels, with the maximum shifting to the 
lower frequencies while receding from the edge. 

 
Fig. 1.  The excess of the wall pressure fluctuations spectrum above the level 
of undisturbed turbulent boundary layer on the step surface with a height of 5 
mm; the flow velocity U=45 m/s 

It was showed that for this configuration there is a significant increase in 
the spectral levels of wall pressure fluctuations in comparison with the undis-
turbed turbulent boundary layer. A small dependence of the spectral levels on 
the thickness in the boundary layer for the steps with the relative height 
h/δ>0.03 has been demonstrated. At the same time, a substantial transformation 
of the spectra at the distance of 3 heights of the step with further uniform de-
cline in all the range of Strouhal numbers reveals a much more significant in-
fluence of step height on the wall pressure fluctuation characteristics. 

The results of experimental studies of wall pressure fluctuations on the 
surface of swept steps were represented. It was shown that the three-
dimensional nature of the upcoming flow does not significantly affect the spec-
tral levels of pressure fluctuations at the angles less than 30 degrees. The further 
increase of the angle is accompanied by a progressive decrease in the spectral 
levels of pressure fluctuations throughout the frequency range. 

As a result of experimental studies has been developed a computational 
model of the wall pressure fluctuations field on the surface of the step. Contri-
bution of different fields in the vicinity of the step to the acoustic radiation is 
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numerically evaluated on its basis. It is shown that the contribution of the wall 
pressure fluctuation field on the surface of the step is comparable with that of 
the other non-uniform fields in the vicinity of the step, but it is not dominant in 
case of small steps. 

The calculation estimation demonstrates that presence of steps on the sur-
face of a fuselage may be a reason of increased local noise generation inside an 
aircraft. 
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This work presents a numerical study of the acoustic signature of NACA 

654221 airfoil featuring a leading-edge-embedded Cross-Flow Fan (CFF) used 
as an Active Circulation Control (ACC) device. Such fan-wing design has been 
proposed and recently investigated [1] for a prospective medium-size Extremely 
Short Take-Off and Landing (ESTOL) UAV concept. Three different configura-
tions are analyzed and compared to determine the acoustic impact of the fan-
wing concept: the conventional airfoil with a single-slotted Fowler flap, the fan-
wing airfoil with the Fowler flap and non-operating fan, and the fan-wing airfoil 
with the rotating fan. Far-field noise levels are predicted based on the near-field 
CFD data using an integral technique, with several interfering noise sources 
identified. 

The CFF technology, first patented in 1893 by Mortier, is now actively 
used for heating, ventilation, and air conditioning. Such fan consists of three 
major parts: the inlet, the impeller with forward-curved blades located inside the 
housing consisting of rear and vortex walls, and the outlet (Figure 1(a)). For 
almost four decades, the fan has been discussed as a potential Active Flow Con-
trol (AFC), distributed-propulsion, high-lift, and VTOL device. Kummer and 
Dang [2], Chawla [3], Lin [4] and Nieh [5] studied CFF flow physics when the 
fan is embedded in the airfoil. Kummer and Dang [2] also considered CFF as a 
novel propulsion device that could improve the aircraft performance in order to 
reduce the fuel burn and decrease the operational cost of the aircraft. Numerical 
and experimental investigations showed significant increase in airfoil lift and 
increase of the stall angle of attack. In addition, Ref. [2] demonstrated the thrust 
capabilities of the fan embedded close to the wing trailing edge by building a 
number of scaled UAV prototypes. Application of CFF as a VTOL device was 
studied by Gossett [6] and included a conceptual design of a VTOL aircraft. 

Application of CFF to a commercial aircraft was studied by Kramer et al. 
[7] and showed a promising result. It was determined that an optimized 
Goldschmied wing with the fan embedded at the trailing edge of the transonic 
commercial aircraft could reduce fuel consumption comparing to Boeing 
SUGAR aircraft by 12% percent. 

The research on using CFF as a high-lift device was conducted by 
Gologan et al. [8] and Phan [9]. Ref. [8] used the same fan configuration used 
by Kummer and Dang [2] to investigate the power requirements for the fan in-
stalled in a commercial regional STOL aircraft. Although the model was not 
optimized, the wing-embedded CFF showed potential to be a strong high-lift 
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device for a commercial aircraft. Phan [9], on the other hand, investigated a 
different configuration, with CFF embedded into the leading edge of the wing, 
as shown in Figure 1(b). He applied his results to examine flight performance 
data based on Piper PA-18 aircraft. The results demonstrated reduction of the 
take-off run by 50%. In addition, three-dimensional CFD analysis was per-
formed on a wing featuring a cross-flow fan embedded along the entire span. 

(a)  

(b)  
Fig. 1.  (a) CFF schematic; (b) airfoil geometry with LE-embedded CFF 

The feasibility of the leading-edge-embedded CFF high-lift technology 
applied to a multi-purpose transport aircraft was studied by Karpuk et al [1]. An 
aircraft with the CFF technology was designed and compared to a similar air-
plane featuring conventional high-lift devices. For a 16,000 lb aircraft, the take-
off distance reduction and a payload reduction due to the fan mechanical system 
were 18% and 13.6% respectively.  

Although significant work was done regarding CFF physics and its aero-
dynamic ACC impact when embedded in the aircraft wing, the acoustic behav-
ior of the fan-wing concept was never addressed. The present work focuses on 
the numerical aeroacoustic investigation of the CFF airfoil. Three cases were 
simulated: an airfoil with a single-slotted Fowler flap and without the fan, a 
CFF airfoil with the flap and non-operating fan, and a CFF airfoil with the flap 
and operating fan. 

Numerical simulations employed a conventional NACA 654221 airfoil 
with the flap-to-chord ratio is 30% and the flap deflection of 300. For the base-
line airfoil (Case 1), the slot gap was equal to 6%, but the gap for the CFF air-
foil embedding 36-blade fan was reduced to 1% to ensure attachment of the jet 
flow from the fan.  
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(a)  

(b)  

(c)  
Fig. 2. Dilatation contours: (a) baseline case; (b) CFF airfoil with stationary fan; 

(c) CFF airfoil with rotating fan 

Pointwise [11] T-REX mesh generator for accurate resolution of the 
boundary layer was used for all cases, with the maintained value of y+=1. The 
computational-domain far-field was located 70 chords away, with imposed far-
field non-reflecting boundary conditions. All computational cases have 450000-
500000 cells. 

ANSYS Fluent [12] with embedded FW-H algorithm was used to estimate 
the far-field acoustics of the airfoils. Unsteady RANS with Spalart-Allmaras 
turbulence model was used. The airfoils were simulated with the free-stream 
velocity of 15 m/s at α=00.  30 virtual microphones were located 15 chords 
away to capture the far-field pressure around the airfoil. 

Preliminary results obtained for the dilatation fields for each case are 
shown in Fig. 2. It appears that the acoustic sources for the Case 1 baseline air-
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foil configuration (without the fan) are localized at the slot region to contribute 
to the expectedly dominating trailing-edge noise components. Similar results 
are observed in Case 2 for the CFF airfoil with non-operating fan. Furthermore, 
the slat lip and the unsteady flow disturbed by the stationary fan generate addi-
tional acoustic components. However, the most severe noise appears induced by 
the rotating fan in Case 3. The major additional noise source is attributed to the 
wall jet generated by the fan from the slat exit on the suction side of the airfoil. 
The final presentation will include comparison of acoustic directivities and 
acoustic spectra at the selected monitor points to clearly identify the contribu-
tion of the dominating fan-wing acoustic sources. 
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Hybrid methods for jet noise prediction based on some form of 

linearisation of the governing Navier-Stokes equations have been around since 
the pioneering work of Lighthill [1]. Since the classical Lighthill acoustic anal-
ogy, a number of researchers contributed to the development of models with 
increasingly more accurate decomposition of the governing equations into a 
linear sound propagation and a nonlinear sound generation part. Most notable 
are the contributions by Lilley [9] and Goldstein [3]. 

Following the original introduction of the Goldstein generalized acoustic 
analogy [3], it has been used in several subsequent works including [4, 5, 8]. 
Also based on the Goldstein analogy, in a series of works [6, 7] a spectral 
method for noise prediction from heated subsonic axisymmetric jets was devel-
oped. The sound pressure density is calculated using an acoustic integral, which 
includes two distinct noise sources. One source is based on the covariance of 
the fluctuating Reynolds stresses (typical of pure unheated jets) and the other is 
based on modelling the fluctuating enthalpy source (typical of heated jet noise). 
For each source a separate semi-empirical model was developed. For example, 
the isotropic turbulence model [2] was applied to estimate the covariance of the 
fluctuating Reynolds stresses. For sound propagation, the Green's function 
method was used that is based on solving the Lilley equation [9] under the con-
ditions of constant jet pressure as well as the locally parallel mean flow, follow-
ing the work of Tam and Auriault [10]. The entire formulation was adjusted to 
be able to operate with the time-averaged flow fields and fluctuation variances 
which can be obtained from solving the Reynolds Averaged Navier Stokes 
(RANS) equations. The full model was calibrated and verified using an exten-
sive set of jet noise data from NASA. In parallel, the Green’s function solution 
method, which was used for numerically solving the Lilley equation, was veri-
fied using analytical solutions for plug flow profiles.  

One attractive feature of the Khavaran model [6, 7], which explicitly ac-
counts for both the heated and the unheated jet sources, is the relatively small 
number of calibration parameters it uses. Our goal in this paper is to implement 
and test the Khavaran model for conditions of the heated and unheated jets of 
the SILOET experiment. Compared to original model [7], which was based on 
solving the standard Lilley equation which only includes the sound mean flow 
refraction effects, we also include the variable sound speed effect on sound 
propagation into account. The conditions of the heated and unheated SILOET 
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jet cases, the corresponding reference solutions based on the Large Eddy Simu-
lation (LES) and the Ffowcs Williams –Hawkings (FW-H) method, as well as 
the (scaled) far-field microphone data from the SILOET experiment have al-
ready been published in [11]. In what follows the Khavaran jet noise model will 
be first implemented with the recommended calibration coefficients from [6, 7]. 
It will be then shown how the original source model needs to be recalibrated for 
good noise predictions in case of the SILOET jets. We will further compare the 
predictions of our best re-calibrated model’s predictions with the predictions of 
the Tam and Auriault model [10] which has been implemented for the same two 
jet cases. Finally, a new model for heated and unheated jet noise predictions 
will be introduced based on combining the model from [3] for the noise source 
due to the fluctuating Reynolds stresses and the Khavaran model [7] for the 
fluctuating enthalpy noise. An outline of our work is given below. 

The model of Khavaran [7] is considered with taking into account the var-
iable sound speed on mean flow sound propagation. The jet flow field is repre-
sented by a piece wise constant function in the stream-wise direction and ignore 
the stream-wise derivatives, which corresponds to the locally parallel jet flow 
model. Following [6,7], the far-field sound pressure is defined, 
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is the far-field spectra density per unit volume of turbulence, G is the relevant 
Green's function, and q is two-point fourth-order space-time correlation be-
tween source points and separated by time and space. Far-field sound pressure 
is modelled as combination of two independent sources responsible for the fluc-
tuating Reynolds stresses and the fluctuating enthalpy noise so that  
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where /k cω ∞=  is wave number, /sM U c∞=  Mach number, /c cM U c∞=  
convective Mach number, 1111I the source, nf  modes of the Green's function, 

2 2/th h′ enthalpy factor which play significant role for heated jet. 

 
Fig. 1. Far-field noise spectra predictions vs the experiment for the heated 

SILOET jet case at 90° (top) and 60° (bottom) 

Here we develop a novel acoustic analogy scheme which combines the 
Khavaran model of the enthalpy fluctuation noise source with the methodology 
based on the Goldstein generalised acoustic analogy formulation [3] which was 
implemented in [5]. The idea of Goldstein's acoustic analogy is to exactly re-
arrange the fundamental Navier-Stokes equations in such a way that the left-
hand side of the linear hyperbolic part of the original equations remains, while 
in the right-hand side there are the effective sources. 

As a result, the noise in the far field zone can be calculated as a convolu-
tion of sources with the corresponding matrix Green's function responsible for 
the sound propagation in the jet. 

3 3

*ˆ ˆ ˆ ˆ( , ) ( , , ) ( , ; ) ( , ; ) ,ijkl ij klP R I I d dω ω ω ω= +∫ ∫x y Δ y x y Δ x Δ y
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where îjI  is second-rank wave-propagation tensor which includes the 
components of the adjoint vector Green's function and the mean flow 
gradients; ˆ

ijklR is the Fourier transform of the temporal-spatial cross correlation 
of the turbulent sources.  
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Integral formula, which involves the covariance tensor of the 4th rank in 
the (6+1) space-time is the main equation for far-field predictions in the Gold-
stein acoustic analogy. The fourth-order two-point velocity correlations can be 
approximated by a Gaussian function [10]. 

( )2 2 21
1 2 32

| | ln 2( , , ) ( ) exp ( ) ,ijkl ijkl
s s

R A u
u

τ τ
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where 2 ,(2 )ijkl ijklA C kρ=  1.5 /s C κ ε=


  and /s Cττ κ ε=  are the turbulence 

length- and time-scales; ,ijklC C


 and Cτ  are nondimensional constants and 

κ and ε are the usual turbulence length and time scales obtained from RANS 
calculations.  

Results of the spectra predictions of the new combined model are com-
pared with those of the Khavaran model [6, 7], the Tam & Auriault model [10], 
and the original Goldstein acoustic analogy model implemented in [5]. 
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The numerical simulations carried out in the work [1] demonstrate a sig-

nificant difference in directivity for the radiation of the same duct mode from an 
engine inlet when operating in static condition versus in the forward flight. It 
was shown that the large change in directivity is the result of the combined ef-
fects of diffraction and refraction realized near inlet orifice due to flow inhomo-
geneity in the static conditions. 

The present work is aimed at an experimental investigation of this effect, 
for which an installation was assembled in the anechoic AK-2 chamber (the 
scheme and photograph of the assembled unit are shown in Fig. 1) consisting of 
a small-scale air inlet model in which the azimuthal rotating modes are generat-
ed with the help of 12 acoustic drivers installed flush on the inner surface of the 
duct with a uniform pitch in the azimuth direction, a radial fan Vesa Vran6-6,3 
to create a suction flow inside the duct of an air inlet model, an internal diame-
ter 200 mm air duct, which coincides with the duct diameter of the air inlet 
model, liners sections for damping the fan noise. 

 
Fig. 1. Scheme (left) and photo (right) of the small-scaled inlet in chamber 

AK-2 experiment 

Since the outer diameter of the small-scale model of the air inlet intended 
for testing is 270 mm, a nozzle with a diameter of 60 cm was used to realize the 
co-flow created by the outer contour of K3. The velocities of the co-flow and 
suction flow varied independently from 0 to 40 m/s, and measurements of the 
radiation directivity pattern were made. 
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Fig. 2. Location of the 48 microphone array with respect to the air inlet duct 

To control the structure of the modes generated in the duct by 12 speakers, 
a 48 microphones array was developed (Fig. 2), containing an annular grid of 
26 microphones, an axial array of 10 microphones, and 12 more microphones 
located at different axial and azimuthal coordinates. This array, capable of re-
solving sound modes in the range of azimuth numbers from m = −12 to m = 13, 
and also extracting the radial structure of the sound field, was established dur-
ing the tuning of the mode generation system at the open end of the air inlet 
model, and after the adjustment was dismantled. For tuning the system of gen-
eration of modes, an algorithm developed earlier in work [2] was used, which 
allows generating modes with predefined azimuth numbers dominating the re-
maining modes by 20 dB or more, including generating only one dominant azi-
muth mode.  

In the experiments carried out in the channel of the air intake model, a dif-
ferent structure of azimuth modes was generated in the frequency range 
4-8 kHz, in which the azimuthal number of propagating modes does not exceed 

12m = , and therefore the structure of the sound field is completely extracted 
by 48 microphone array. 

Based on the results of experimental studies, the following results were 
obtained. 

The implementation in the duct of only the suction flow with the 48 mi-
crophones array installed on its cutoff has shown that the tuning of the modes 
performed in the absence of a flow in the channel is retained even if there is a 
stream (in top Fig. 3, the setting for the dominant 5th azimuth mode all consid-
ered speeds). 

During the test measurements, it was found experimentally and theoreti-
cally explained the hypersensitivity to the temperature regime of the radiation 
pattern emitted from the duct under the same operating mode of the sound 
source. It is shown that a change in the temperature in the anechoic chamber by 
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3°C leads, at some frequencies of sound generation, to a discrepancy of the 
sound pressure levels at some viewing angles by an amount of the order of 
2 dB. According to the results of the test measurements, it was concluded that it 
is necessary to perform at least two repeated measurements in the same modes 
during the tests with a repeatability of the temperature regime within 

= ± 0.5T C  . 

 
Fig. 3. Generation of the 5th target mode at a frequency of 4,496 Hz for 
different operating modes: the amplitude of the azimuth modes at different 
suction flow rates (top); the comparison of the directivity diagrams at different 
speeds of the co-flow at the velocity of the suction flow Vs = 40 m/s (bottom) 

A smoke visualization of the flow near the open end of the air inlet duct 
was carried out for various ratios between the velocity of the suction stream and 
the rate of the co-flow, which showed that under the test conditions in the ane-
choic chamber AK-2, the shear layer of the co-flow stream is sucked at large 
excesses of the suction velocity of the flow into the air inlet duct above the non-
zero velocity of the co-flow. 

Studies have shown that the effect found in [1] for single-mode sound 
generation in a duct, as a whole, is experimentally confirmed. The analysis of 
the received sound field patterns shows their significant dependence on the 
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speed regime for the suction and co-flows selected in the tests with the same 
tuning of the generation system. Fig. 3 (bottom) shows an example of a change 
in the directivity diagram in the case of a single-mode structure of the sound 
field in the duct, and in the bottom Fig. 4 is the case of a multimode structure of 
the generated sound field. It is shown that at different observation angles, a 
change in the sound pressure level by 10 dB can be observed in the case of sin-
gle-mode sound generation and by 20 dB in the case of multimode sound gen-
eration when the velocity regime for flows changes. It is found that the most 
frequently realized situation is the one at which the amplitude at the maximum 
of the radiation pattern in the absence of a co-flow is less than the correspond-
ing amplitude in the case of equal velocities of the co-flow and suction flow by 
an amount of the order of 2-4 dB. 

 
Fig. 4. Multimode generation at a frequency of 7500 Hz for various modes of 
operation: the amplitude of the azimuth modes in the absence of a flow (top); 
the comparison of the directivity diagrams at different speeds of the co-flow at 
the velocity of the suction flow Vs = 40 m/s (bottom) 

Thus, the results of the studies show the need to make adjustments to the 
methods for recalculating the results of acoustic tests of aircraft engines under 
static conditions on flight conditions. 
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A numerical approach to problems of aeroacoustics is considered. This 

approach is based on splitting the acoustic field from the flow field. Commonly, 
the level of acoustical fluctuations is much smaller than the flow fluctuation, 
therefore this method is well fit to deal with variables of different order in mag-
nitude. The method has certain advantages over other methods that treat sound 
and flow fields in uncouple manner. In particular, numerical schemes for acous-
tic and fluid equations can be chosen properly to take into account basic fea-
tures of these equations. In the first approximation, the flow equations are found 
to be unsplit from the acoustic equations, i.e., the generated sound does not af-
fect the flow field. Feedback effects of acoustics upon fluid are taken into ac-
count by terms of higher orders that introduce a minor influence and can be 
neglected. In the present paper we use this assumption. 

There are different flow/acoustic splitting methods that incorporate analyt-
ical solutions to Lighthill’s equation [1]. All these methods are derived on the 
assumption that the solid surface is small enough in comparison with the propa-
gating acoustic wave length, and the observation point is far from sound 
sources. However, in some situations one has to study near acoustic field so that 
the scale of the solid can not be considered as small as, e.g., an automobile rear-
view mirror. The above mentioned splitting methods are then not applicable.     

In the present paper we develop a different approach. It is inspired by the 
study of Slimon et al [2]. We consider the solution to the compressible Navier-
Stokes equations as an expansion in series with respect to a small parameter that 
is the squared Mach number. The leading terms in these expansions that define 
the base flow field is governed by the incompressible Navier-Stokes equations. 
Higher order terms are for the acoustic field, and are governed by a reduced 
system that depends on parameters of the base flow. Such an approach allows 
the acoustic equations to be applied not only in the far field, but in the near field 
also. 

Let us consider the system of compressible Navier-Stokes equations and 
introduce non-dimensional flow variables by means of inflow parameters: 

2 2/ ,   ( ) / ( ),   ( ) / /U u u P p p u R Mρ ρ ρ ρ∞ ∞ ∞ ∞ ∞ ∞ ∞= = − = − , where M∞ is the 
inflow Mach number. Then, the solution to the obtained non-dimensional sys-
tem of equations we try to seek in the form of the following asymptotic expan-
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sion: 2 4( )M O M∗ ∞ ∞′= + +Q Q q , where ( , , )R U P=Q , ( , , )u pρ=q . 
The system of equations that correspond to the leading terms is obtained 

by neglecting  2( )O M∞  terms. This system reads as the incompressible Navier-
Stokes equations with respect to ∗Q , and an equation that describes the density 
perturbation R∗ . By introducing Re( ) / ( 1)R Pθ γ∗ ∗ ∗= − − , where Re is the 
Reynolds number and γ is the specific heats ratio, the latter is written as 

/ / Re/ Pr / Pr 2D Dt P e eθ θ∗ ∗ ∗ ∗ ∗ ∗= ∆ − ∆ −                            (1) 

where Pr is the Prandtl number, e∗  is the strain rate tensor.  
        The acoustic field is described by terms of order 2( )O M∞  in the mass and 
momentum equations:  

                            / / /k kt f x D Dtρ ρ∗ ∗′∂ ∂ + ∂ ∂ = −                                       (2) 
                           ,/ / ( ) /i ik k if t h x D u Dtρ∗ ∗ ∗∂ ∂ + ∂ ∂ = −   

with 
            , , ,(1 ) ;     ( ) (1 )i i i ij i j j i j ijf u u h f u u u u pρ ρ ρ ρ δ∗ ∗ ∗ ∗ ∗′ ′ ′ ′ ′ ′= + + + = + + + +                     

Here  2M Rρ∗ ∞ ∗= . We assume that the acoustic field is isentropic, and employ 
the following relation:  2p C ρ∗′ ′= , where  2 2 2(1 ) / ( (1 ))C M P Mγ γ γ ρ∗ ∗ ∗ ∗ ∗= + +  . 

It was shown in [3] that the r.h.-s. of (1) has small effect and can be ne-
glected. With this assumption, there is no need to solve (2); it results in a simple 
relation  R P∗ ∗=  which is used in the present paper.  

The flow field equations are calculated with the LES model by Inagaki et 
al. [4] with the mixed-time-scale SGS model. The discretization method is the 
finite volume method on the collocated grid [5]. The spatial derivative is ap-
proximated by the second-order central difference; time integration is per-
formed with the Crank-Nicolson implicit scheme. The pressure field is calculat-
ed by the SMAC scheme.  

   
Fig. 1. Rear-view mirror model 
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The acoustic field is calculated by the finite volume method with the 
WENO scheme. The solution vectors on the both sides of the cell face are cal-
culated by the fourth-order WENO scheme, and the HLLE approximate Rie-
mann solver is applied to calculate the numerical flux. Time integration is per-
formed with the two-step Runge-Kutta scheme. 

The above numerical approach is applied to calculate the acoustic filed 
generated by the rear-view mirror of an automobile. We analyze a mirror with 
the shape supported by the short stay shown in Fig. 1. The flow field and the 
sound field are calculated around the rear-view mirror on a flat plate in uniform 
flow. A sketch of the computational domain with the boundary conditions used 
in the calculation of the flow field and the acoustic field is shown in Figs. 2a 
and 2b, respectively. In the flow field calculations, we use a single-block struc-
tured grid over the whole region. The grid spacing normal to the wall for the 
first point is 0.4mm. The number of the grid points is 309 143 159× ×  for x, y, z 
directions. The main flow velocity is 38.9m/s, and the Reynolds number based 
on a reference length of 0.1m and the main flow velocity is 253,000. Under 
these conditions, the Mach number is equal to 0.113. 

 
Fig. 2.  Computational regions (x-y plane) 

In the acoustic field calculations, the number of grid points is 
283× 150× 160 in x-, y-, z- direction. We implement the PML (Perfectly 
Matched Layer) approach that guaranties no reflection in the far field. The 
dumping function in the PML is proportional to square of the distance from the 
inner edges of the PML.  

The Courant number 0.25 was chosen for acoustics, and 0.0625 for flow 
calculations. One time step calculated for the base flow corresponds to four 
steps acoustics calculations. To match the computed data, we use a cubic inter-
polating function that interpolates acoustic variables keeping continuous gradi-
ents. The time step for flow is 2.56×10-6 seconds and that for acoustics is 
0.64× 10-6 seconds. This time steps are reasonable as we are interested in the 
sound in the region 1-2 kHz (5.0× 10-4 - 10-3 seconds).  
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Fig. 3.  Computed acoustic field: x-z plane, ground surface (left), 

x-y plane (right) 
Some numerical results related to the acoustic field are shown in Fig. 3. 

The distribution of pressure in the x-y plane near the central cross section of the 
rear-view mirror is shown on the right, and the distribution of pressure on the 
ground plane on the left.  
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In this study, we perform the direct numerical simulation (DNS) of the ef-

fects of flow unsteadiness in the transitional supersonic flat-plate boundary layer 
on shock wave/boundary layer interaction. The DNS of the laminar-turbulent 
transition in the flat-plate boundary layer is performed with the CFS3D code at 
the free-stream Mach number M = 2. The flow parameters correspond to the ex-
perimental studies [1]. The computational procedure for the DNS of the transi-
tional boundary layer follows the approach and the numerical techniques used in 
our previous studies [2] on supersonic boundary layer transition. The Navier–
Stokes computations are performed in a 3D computational domain. Boundary 
conditions at the inflow boundary specify the self-similar basic laminar boundary 
layer flow with the superimposed unsteady disturbance in the form of the most 
unstable linear stability waves, which are two symmetrical three-dimensional 
Tollmien–Schlichting waves propagating at equal and opposite angles ±55° to the 
flow in the transverse direction. The unstable waves generated by the inflow forc-
ing grow in the streamwise direction (along the x-axis), which ultimately triggers 
the laminar-turbulent transition in the boundary layer further downstream. The 
shock wave boundary layer (SWBL) interaction is initiated by the incident shock 
impinging on the transitional boundary layer from the external flow. In experi-
ments [1] the incident shock wave was generated by a wedge located at some 
distance above the plate. In our computations, the incident shock is set up as a 
jump in the boundary conditions on the upper boundary of the computational do-
main. The shock wave angle is 36.2°, which corresponds to the wedge angle 7°. 

Due to the interaction with the incident shock wave, the adverse pressure 
gradient is induced in the transitional boundary layer. This leads to boundary lay-
er separation and formation of the reverse flow region, see Fig. 1. Large-scale 
turbulence structures evolving in the transitional boundary layer cause significant 
flow oscillations in the SWBL interaction region which manifests in fluctuations 
of the position and shape of separation and reattachment lines, and also in stagger-
ing of the reflected shock wave. The DNS results demonstrate that the instantane-
ous separation and reattachment curves has complicated, meandering shape, see 
Fig. 1b where the white curves mark zero skin friction coefficient Cf.  
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(a) 

 
(b) 

Fig. 1. Instantaneous visualization of the SWBL interaction; density contours 
and selected streamlines in the vertical (x, y) plane (a); density contours and 
the selected limit streamlines on the plate surface in (x, z) plane (b) 

The unsteady SWBL interaction also causes substantial fluctuations of the 
shape and position of the reflected shock wave. Based on time histories of the 
oscillations of the gas dynamic quantities recorded in the computations behind the 
reflected shock, see Fig. 2, we can assume that the flow dynamics is determined 
by irregular fluctuations of various frequencies. The characteristic period of these 
fluctuations is 10…12 δ0.99/U∞. The maximum period recorded within the 
timeframe used in our computations is 30 δ0.99/U∞ that corresponds to the Strouhal 
number Sh = 0.033. This non-dimensional oscillation frequency is in accordance 
with the available experimental data.  

Based on the DNS results, we can conclude that the flow dynamics is gov-
erned by the mutual influence of the separation zone induced by the incident 
shock wave and the large-scale turbulence structures evolving in the transitional 
boundary layer. 
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Fig. 2. Pressure fluctuation time history downstream of the SWBL interaction 

region 
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It is well established that wavy leading edges (WLE) may offer substantial 

broadband reductions for the problem of aerofoil interaction noise. However, 
despite rapid growth in the field there still exists fundamental questions regard-
ing the physical mechanisms by which these reductions are possible. In this 
work two of the leading explanations -- destructive interference and source 
strength reduction -- are investigated in order to determine their respective con-
tributions to the noise reductions. In particular the focus is on two universal 
properties of the observed WLE noise reduction spectra. (1) The increase of 
noise reduction with frequency. (2) Almost zero noise reduction at low frequen-
cy. The findings raise important questions for future modelling approaches con-
cerning which characteristics are critical for properly capturing the physics. 
Through application of a 1D leading edge (LE) model the interference mecha-
nism is shown as the main driving force for the increasing noise reduction. 
However, it is found that approaches based solely on the LE lead to erroneous 
conclusions regarding the significance of source strength variation. This is 
made apparent from the surface pressure spectra, which shows the strength 
downstream of the LE is significant at high frequencies. As a consequence, an 
FW-H (Ffowcs-Williams and Hawkings) solver is used to demonstrate that the 
majority of the surface is required to accurately predict the noise reduction. Re-
garding low frequency noise reduction, it is found that despite previously ob-
served reduced strength along the LE line [1, 2], the percentage of the surface 
with similar strength is similar for straight and wavy cases. This is caused by 
noise increase regions further downstream, leading to net zero noise reduction. 

A description of the current problem is shown in Fig.1. (a) and (b). We 
consider the interaction of a prescribed spanwise vortex impinging on the lead-
ing edge of a zero-thickness aerofoil with an undulated leading edge (see [1]). 
The aerofoil has semi-infinite chord length focusing solely on the mechanisms 
associated with the LE interaction. Fig. 2 (a) and (b) shows the acoustic pres-
sure and corresponding spectra at an observer directly overhead for SLE 
(straight leading edge) and two WLE aerofoils with different amplitudes. It is 
clear how the WLE obtains significant noise reductions compared to the base-
line case particularly at high frequency. In Fig. 2 (c) the noise reduction spectra 
is plot against the Strouhal number based on LE amplitude. This demonstrates 
the approximately linear noise reduction trend associated with the undulated 
LE, which was first shown experimentally in [3].  
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Fig. 1. (a) Schematic diagram of the aerofoil-vortex interaction simulations;   

(b) the initial condition viewed from the mid-span (z=0) 

 
Fig. 2.  Acoustic pressure data obtained at a far-field observer x = (0, 5Lc, 0) 
for SLE and two WLE geometries with differing amplitude: (a) time signals of 
acoustic pressure;  (b) power spectra;  (c) noise reduction spectra ΔSPL vs 
Strouhal number (based on WLE amplitude);  (d) LE source strength (wall 
power spectra) vs normalised frequency 
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The mechanisms associated with this trend are the principle motivation of 
the current work. Additionally Fig. 2 (d) shows the source strength (surface 
pressure spectra) obtained one point downstream from the LE, revealing signif-
icant reductions at low frequency near the WLE peak and hill. The question also 
arises as to why this trend is not also observed at the far-field. 

 
Fig. 3. Surface source strength distribution plot as SPL (dB scale): 

(a) WLE f *=0.5; (b) WLE f *=6 

Fig. 3 shows contour maps of the surface pressure spectra for a WLE aer-
ofoil at low (f *=0.5) and high (f *=6) frequencies. At the lower frequency the 
source distribution is mostly as expected, concentrated near the leading edge 
and reducing rapidly further downstream. However at higher frequency the 
source strength is more distributed in the streamwise direction. In particular 
there is a prominent streamwise region directly downstream of the root which 
acts as the primary source. According to this result it is apparent that the full 
aerofoil surface (not just the LE) needs to be considered to properly capture the 
physics associated with the WLE. It is shown in the present work that one of the 
key factors governing the noise reduction is the percentage of surface area with 
significant source strength, which is found to decrease as a function of frequen-
cy.  

An attempt has also been to decouple the spanwise destructive interfer-
ence and source strength reduction mechanisms in order predict their individual 
contributions to the far-field noise reduction. This is achieved by modifying the 
input to an FW-H solver. The interference only prediction is obtained by map-
ping the SLE surface pressure data onto the WLE geometry. Meanwhile the 
source strength only prediction is obtained by eliminating the spanwise varia-
tion in retarded time from the WLE case. The result is shown in Fig.4, revealing 
that both mechanisms make significant contributions towards the WLE noise 
reduction, but phase interference is generally dominant. 
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Fig. 4.  Modified source FW-H noise reduction predictions highlighting 
contributions from destructive interference and source strength variation 

respectively. Comparison is also made with a 1D LE phase model 
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The noise generated by vortical disturbances impinging on an aerofoil has 

widely been studied in the past where the primary source mechanism is the 
vortical scattering at the leading edge (LE) of the aerofoil. In this work the sec-
ondary source mechanisms -- the subsequent vortical scattering at the trailing 
edge (TE) and the backscattering of the produced acoustic waves -- are investi-
gated in detail particularly associated with an undulated aerofoil geometry. The 
present study is performed by employing high-fidelity numerical simulations in 
which a prescribed spanwise vortex impinges on a non-lifting flat-plate aerofoil 
with zero thickness situated in an inviscid mean flow. The current investigation 
provides new findings on the secondary sources and their influence on the noise 
reduction due to the LE undulation of the aerofoil. It is found that the secondary 
sources make substantial impacts on the acoustic power spectra and directivity 
profiles in the far field, which are not described by using the primary source 
only. One of the most profound observations made in this work is that the 
vortical scattering at the TE is the dictating source of noise at high frequencies 
at most of the observer directions irrespective of the LE undulation. Meanwhile 
the acoustic backscattering (from both the LE and TE) is significant at low fre-
quencies in the downstream direction. When an undulated LE is used, the TE 
vortical scattering even exceeds the primary source in the upstream direction for 
the majority of frequencies. The dominance of TE vortical scattering results in 
the noise reduction (a beneficial effect of using an undulated LE) disappeared in 
the high-frequency range, which raises a couple of critical questions to address 
in the future. 

The current problem of aerofoil noise generation due to interaction with a 
prescribed spanwise vortex impinging on the leading edge is depicted in Fig. 1 
(a) and (b). Full details of the computational methodology are provided in ref-
erence [1]. Instantaneous contour plots of the acoustic pressure generated as a 
result of the interaction are shown in Fig 1 (c) to (f) for the aerofoil with a semi-
infinite chord and with a finite chord compared against each other. The aerofoil 
is a flat plate with zero thickness and zero angle of attack against the mean 
flow. The semi-infinite-chord case shows the LE vortical scattering (LEVS) that 
is the primary source (denoted by S1) of the interaction noise generation. In the 
meantime the finite-chord case reveals additional acoustic waves generated due 
to the presence of a TE, which are herein referred to as the secondary source 
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(denoted by S2). The secondary source is subdivided into two: (1) “TE vortical 
scattering” (TEVS); and, (2) “acoustic backscattering” (ABS). 

 
Fig. 1.  (a) Schematic diagram of the aerofoil-vortex interaction simulations; 
(b) the initial condition viewed from mid-span (z=0);  (c & d) acoustic 
pressure contours obtained by the semi-infinite chord WLE aerofoil at t*=4.68 
and t*=7.34 respectively;  (e & f) finite chord aerofoil 
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Fig. 2. Far-field acoustic pressure data obtained from the current simulations 
with two LE geometries (straight and wavy) and two chord lengths (finite and 
semi-infinite) at an observer x = (0, 5Lc, 0): (a) time signals; (b) power 
spectra; (c) mid-span instantaneous contour plot of acoustic pressure; and, (d) 
the noise reduction spectra in comparison with a semi-empirical prediction [2]  

The first thing that can be observed in Fig. 2 (b) is that the acoustic power 
spectra become substantially oscillatory when the secondary sources are includ-
ed (i.e. the finite-chord cases). In this work it is demonstrated that the spectral 
oscillations are due to phase relationships between the noise sources (LEVS, 
TEVS and ABS). Secondly there is a drastic change in the slope of the spectra 
at high frequencies when the secondary sources are included, in both the SLE 
and WLE cases. It is also observed that the SLE and WLE cases produce a simi-
lar level of acoustic power at the high frequencies after the drastic change takes 
place. This results in a sudden loss of noise reduction in the high-frequency 
range shown in Fig. 2 (d) which is a big contrast to the primary-source-only 
case where the noise reduction keeps increasing with frequency. This work also 
demonstrates that the loss of noise reduction in the high-frequency range is re-
lated with the dominance of TEVS over the other sources. This is shown to be 
true for the majority of observer angles. In addition to the inviscid case present-
ed here the dominance of TEVS is also shown for moderate Reynolds number 
flow cases if the vortex has sufficient strength. 
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Fig. 3.  Directivity profiles of the noise reduction made by WLE compared to 
SLE, i.e. ΔSPL, at two different frequencies: (a) f *=2 and (b) f *=6; the inner 
semicircle area outlined indicates noise increase 

The directivity profiles of the noise reduction made by the WLE at two 
different frequencies are plotted in Fig. 3. The figure shows that the overall 
noise reduction (S1+S2) changes tremendously with the observer angle and the 
frequency by up to multiple tens of decibels. There is a sudden loss of noise 
reduction in the upstream direction at f *=2 and an unexpected large gain of 
noise reduction in the downstream direction at f *=6. These rather surprising 
events involved with the secondary sources have not been addressed or encoun-
tered in the earlier studies based on either semi-infinite-chord aerofoils [1] or 
limited observer angles [2]. 
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A strategy of active control of natural instability waves in subsonic turbu-

lent jets is developed. The strategy is based on the approach tested earlier on 
tone excited jets. This approach allowed to demonstrate the possibility to con-
trol artificially excited instability waves by means of linear adjustment of the 
excitation and the control action. Analysis of the results for the excited jet con-
trol has shown that the approach based on the instability waves generation near 
the nozzle edge is the most effective in terms of the required amplitude of the 
control action and, hence, realization of the linear interaction of the waves in 
the jet. 

Peculiarities of such an approach are investigated for the case of the con-
trol in broad frequency band. A way to get the reduction of the integral signal 
level is proposed. The proposed strategy of natural instability waves control is 
tested on really measured stochastic signals and is shown to be generally realiz-
able. Typical restrictions that should be taken into account during experimental 
implementation of the strategy are determined.    

The work is supported by the Russian Foundation for Basic Research 
Grant No. 16-01-00746a.  
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The large-scale motion in a jet is the primary cause for its noise emission 

in all directions and for all frequencies [1–3]. It is true that the turbulent motion 
inside the jet appears to be dominated by small-scale velocity fluctuations, but 
their acoustic radiation efficiency is very small. A computational experiment 
was performed to study the influence of the large-scale motion on the unsteady 
pressure field inside and outside a dual stream jet. It is demonstrated with the 
aid of cross-spectral densities of the pressure fluctuations that the motion is 
dominated by the influence of instability waves in the jet shear layer, motions 
that are naturally of large scale. It was already shown in the CEAA 2016 work-
shop [4] that the pressure field for the peak frequency in each axial position is 
dominated by a few low-order azimuthal components. It is now shown in addi-
tion that the coherence of the pressure fluctuations decays very slowly for axi-
ally separated probe positions for this frequency. This explains the rear arc am-
plification of jet noise due to source interference [3]. 

The unsteady flow field of a dual-stream jet with a short-cowl nozzle is 
analysed. The simulation is performed with Detached Eddy Simulation (DES), a 
hybrid RANS-LES method, using recent improvements to accelerate the RANS 
to LES transition [5]. The time step corresponds to a sampling Strouhal number 
fsDe/Ue = 1035 and every 32nd time step was stored for the later analysis. De = 
0.183 m is the diameter of a circle that has the same area as the sum of the exit 
areas of the two nozzles. Ue = [Ap(Up-U0)+As(Us-U0)]/(Ap+As)+U0 = 236 m/s is 
calculated with the nominal speeds Up and Us in the primary and secondary 
nozzles and the speed U0 = 90 m/s of the flight stream. The simulation was run 
over 186 convective time units De /Ue. This is very short, but the analysis took 
advantage of the independence of the azimuthal position of the reference probe 
for azimuthally or axially displaced probe positions. 

All flow data that are possibly relevant for the noise sources were stored 
on disk but only the pressure fluctuations are analysed here. The one-third oc-
tave spectra of the pressure fluctuations in various positions x/De downstream of 
the secondary nozzle are shown in Fig. 1. The radial positions with the largest 
peak levels of the spectra are chosen. These positions are close to the largest 
radial gradient of the mean axial velocity in the jet. The pressures are normal-
ized with the ambient pressure p0. It can be seen how the peak frequencies get 
smaller with increasing axial distance from the nozzle. This is a well-known 
result for jet turbulence. 
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Fig. 1.  One-third octave pressure spectra inside jet for various distances x/De 
from the nozzle for the radial position with highest one-third octave level     
(p0 is ambient pressure) 

 
Fig. 2.  Coherence spectra for x/De=2.5 for circumferentially displaced probe 

positions 

The computational experiment made it possible to evaluate the cross spec-
tra and coherence spectra for the pressures for azimuthally displaced “probe” 
positions. Results for the coherence spectra at x/De=2.5 for azimuthally dis-
placed probe positions are shown in Fig. 2. The range around the peak Strouhal 
number St=0.9 decays only slowly with increasing azimuthal probe separation 
Δφ, while the rest of the spectra at higher and lower Strouhal numbers decays 
rapidly. The coherence is seen to increase again for very high Strouhal numbers, 
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but one must consider that the pressure levels are more than 50 dB lower in this 
range. This range is likely dominated by the radiated sound field from more 
upstream positions in the jet, an assumption to be checked by analysing the ra-
dial and axial components of the phase speeds. 

The high azimuthal coherence of the pressure fluctuations in a relatively 
narrow frequency band is likely caused by the growth of instability waves in the 
jet’s shear layer. These instability waves were studied by Michalke and 
Hermann [6] for a jet in a flight stream. They are dominated by low order azi-
muthal modes and their most unstable frequencies depend for given jet and 
flight speeds primarily on the shear layer thickness. The thin shear layers close 
to the nozzles are most unstable for high frequencies and the thick shear layers 
further downstream for low frequencies. It was shown by Michalke [1] that the 
mode numbers m of the instability waves are directly related to the order m of 
the Fourier decomposition of the cross spectra. We conclude that the dominance 
of low-order azimuthal components of the pressure fluctuations in a relatively 
narrow frequency band is caused by instability waves in the jet and that the 
wave-like motion in the jet shear layer dominates the jet noise emission. 

A similar behaviour as in Fig. 2 can be observed in Fig. 3 for axially sepa-
rated probe positions. The coherence for two positions separated by one jet di-
ameter is astonishingly high at γ2=0.65. This can also be explained by the 
dominance of instability waves. 

The results for other axial positions are very similar to Figs. 2 and 3 and 
differ only in the peak frequency. 

 
Fig. 3.  Coherence spectra for x/De=2.5 for axially displaced positions,  

Δx=0.05 De to 4 De 

The assumption that the instability waves are the cause of the pressure 
fluctuations is supported by an evaluation of the axial phase speeds of the fluc-
tuations. This is shown in Fig. 4 for the Strouhal number 0.7. The phase speed 
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of the pressure fluctuations is seen to be almost independent of the radial posi-
tion and is identical to the flow speed only in the middle of the shear layer for 
r/De=0.5. 

 
Fig. 4.  Axial component of phase speed and mean-flow speed as function of  

radial position r/De for St=0.7 
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Swirled flows are widely used for intensification of mixing processes and 

for flame front stabilization in different technical devices (e.g. swirlers in com-
bustion chamber of aviation engine). It was shown in [1-2] that the swirled jets 
can be susceptible to small external impact, both gas-dynamic and acoustic 
types, under certain conditions. It is known that flow regimes characterized by 
global instability of a swirled jet are corresponded to the swirled number S ~ 1, 
and they are not used at operation conditions in combustion chambers. Howev-
er, the presence of regular periodic motion of the medium (precession in the 
particular case), which has a set of own frequencies, for S > 1, leads to the pos-
sibility of manage of resonance and interference phenomena in the jet.  

In the present work, a calculation and experimental investigation of reso-
nant and interference phenomena in a swirled jet with S>1 under external 
acoustic influence is carried out, as well as an analysis of the possibility of de-
signing acoustical actuators using these phenomena to active control of the 
characteristics of a swirled jet, primarily the length of the recirculation zone and 
the velocity profiles in the mixing layers. 

The work was supported by RFBR grant №17-01-00212. 
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The basic relations between the output hot-wire signal and characteristics 

of the acoustic field are considered in terms of the fluctuation diagram, i.e. de-
pendence of the normalized hot-wire output on the probe overheating parame-
ter. This approach allows determining both intensity of acoustics and the direc-
tion of propagation of acoustic waves in the flow as the angle χ between the 
normal to the front of the acoustic wave and the mean flow velocity vector. This 
angle χ depends (and can be calculated) on the location of the intersection point 
of the fluctuation diagram with the abscissa axis. It is shown also that the hot-
wire approach allows not only obtaining information on the intensity of acoustic 
fluctuations propagating in the flow, but also to identify sources of disturbances 
and their localization. 

The results of measurements of background fluctuations in wind tunnels 
of several research centers are presented, namely TsAGI, ITAM SB RAS (Rus-
sia), ETW (Cologne, Germany), ASTRC NCKU (Tainan, Taiwan). It is shown 
that the prevailing contribution to the flow fluctuations in test sections of the 
blow-down wind tunnels is provided by acoustic fluctuations radiated from the 
boundary layer on the walls of the nozzle and test section, from the wall perfo-
ration, from slots and gaps in the test sections. Contrariwise, in the closed cir-
cuit wind tunnels the most important can be temperature inhomogeneities in the 
absence or ineffectiveness of heat exchangers, as well as in cryogenic wind tun-
nels. In this case, the contribution of acoustic disturbances in total fluctuations 
decreases, however it can be not correct for some ranges of the frequency spec-
trum. 

The work was partly supported by the RFBR Grant No 18-58-52005. 
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ADJOINT-BASED SOUND SOURCE IDENTIFICATION 
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The identification of sound sources is usually realized by means of micro-
phone array methods, such as beamforming. A variety of implementations is 
known. The methods are usually based on simplifying models, e.g. the assump-
tion of a constant speed of sound in combination with a simple base flow. Usu-
ally input parameters are needed that are a priori unknown, such as the type of 
the sources, e.g. mono- or dipoles. 

The identification of sound sources (in terms of location, phase, amplitude 
and type) in complex flows is currently only possible to a limited extent. 

The basic idea of the adjoint-based sound source identification is to re-
formulate the problem into an optimization task. For this purpose, a numerical 
simulation of the Euler or Navier-Stokes equations is supplemented by initially 
unknown momentum and energy sources. These source terms are adjusted in 
terms of location, phase and amplitude such that the resulting numerical model 
or the resulting numerical simulation of the sound field optimally matches exist-
ing measurement data. If this is the case, the source terms match possible 
sources in the experiment (there is no unambiguousness in principle). The large 
number of free parameters is determined numerically efficiently by the adjoint 
approach. Preliminary work in the fields of acoustics [1] and fluid mechanics 
[2, 3] are available. In particular, complex flows can be taken into account. By 
simultaneous adaptation of momentum and energy terms, source types can be 
identified. Under certain circumstances it is also possible to determine fluid-
dynamic properties from acoustic measurements. 

The application of the method and initial results are described in [4, 5]. 
The aim of the work was the validation of the approach. By means of a simple 
acoustic setup, consisting of one speaker and eight microphones, see 
Fig. 1 (left), it was shown that sound sources can be correctly identified. How-
ever, the adjoint-based solution was not unique, according to the experimental 
setup, but shows the possibility to determine the directivity of the source. The 
reference signal of 5 kHz was correctly identified, see Fig. 1 (right). 

Pending is the application of the method to a specific application in the 
field of flow acoustics. 
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Fig. 1. 
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In its CFD Vision 2030 study [1], NASA forecasts 100B point transient 

simulations and thousands of unsteady parametric simulations to be performed 
in production by 2025. Transient CFD simulations will reach a trillion points 
per time-step in 2030. New technologies need to be developed in order to cope 
with large datasets and collections of result files. 

With the ever increasing size of simulation data, new visualization tech-
niques are to be applied, in order to cut down on the associated hardware re-
quirement, as well as to minimize the time-to-picture. The disk read data trans-
fer rate is evolving more slowly than the size of the simulation data [2]. The 
time to load and visualize a dataset is hence constantly increasing. 

 
Fig. 1. Iso-surface on a trillion-cells simulation using 120Gb of RAM, 

Tecplot Inc., 2015 

Tecplot 360EX leverages the Sub-Zone Load-on-demand (SZL) technolo-
gy, a lazy-loading implementation which allows to significantly cut down on 
the amount of data to be read from disk. The memory requirements and time-to-
picture are cut by orders of magnitude: it is now possible to load a billion-points 
simulation on a laptop with 8Gb of RAM.  

Current architectures for the analysis of collections of files, such as in op-
timization studies, design of experiment or experimental campaigns, solely rely 
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on the analysis of integrated values and exported images. While these are a 
convenient way of representing their associated dataset, discrepancies in the 
underlying field data may be overlooked, e.g. when using a handful of integrat-
ing values to represent multi-million points simulations. 

 
Fig. 2.  Parametric study of an airplane: integrated values and images 

Tecplot Inc., 2015 

The innovating framework Tecplot Chorus gives an overview of a collec-
tion of result files, while enabling the visualization of the actual physics of each 
dataset. This permits to quickly identify the root cause in anomalies in the 
metadata, as well as being able to seamlessly explore the various datasets in 
details.  

Post-processing thousands of large datasets is time consuming. Work-
flows hence need to be automated. 

The new Python API PyTecplot leverages all of Tecplot 360EX capabili-
ties while opening usage of third-party libraries. The state of the art interface 
permits to seamlessly access the data loaded in Tecplot 360EX within your Py-
thon environment, and to manage your Chorus cases. 

The presentation will describe the strategies to be used to plot and animate 
your CFD results in the exact way you want, analyze complex solutions, ar-
range multiple layouts and communicate your results with professional images 
and animations. 
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Development of high-fidelity jet noise prediction models for dual stream 

flows to complement and potentially replace the existing scaling law models 
such as those developed in [1–3] is of great interest to turbofan engine design-
ers. Up to present, a few experimental campaigns have been launched to sys-
tematically study the dual stream jet noise and provide databases of flow and 
noise data for validation of theoretical and computational models. One of such 
databases was generated as the result of CoJen: the EU-funded Computation of 
Coaxial Jet Noise project, which data are now in the public domain. The flow 
field and acoustic data from CoJen were used in [4] for validation of several 
Reynolds Averaged Navier Stokes (RANS) and Large Eddy Simulation (LES) 
based methods. For example, the work of [5] presented a detailed account of 
Particle Image Velocimetry (PIV) techniques used in the CoJen experiment. An 
experimental near-field acoustic array technique was used in [6] to study the 
axial, temporal and azimuthal structure of the pressure field of jet flows at vari-
ous operating conditions from the CoJen experiment.  CoJen data were also 
considered in [7] who applied an LES method combined with the Ffowcs Wil-
liams – Hawkings (FW-H) approach for far-field noise predictions. In the con-
text of co-axial jet noise modeling, a combination of the Lattice-Boltzman 
method and the FW-H approach was used in [8] who used the measurements of 
[6] for validation. In [9], a combination of the RANS solutions and a ray-tracing 
method based on the Lighthill acoustic analogy was used to investigate the co-
axial jet noise production mechanisms in application to the CoJen experiment. 
Hydrodynamic stability and noise generation mechanisms for CoJen jets were 
investigated in [10]. More recently, in [11] the flow data from the CoJen exper-
iment were analysed using PIV and Laser Doppler Anemometry (LDA) tech-
niques.  

In this paper, we will apply an LES method combined with the FW-H 
technique for flow and noise calculation of several benchmark co-axial jet cases 
from the CoJen experiment. The method we use is based on the GPU 
CABARET solver. A detailed description of the CABARET solver can be 
found in [12-16]. This current solver is a GPU implementation of the low-
dissipative, low-dispersive CABARET scheme [17–19], with asynchronous 
time stepping [20] for the acoustics sensitive solution of Navier-Stokes equa-
tions in the framework of Monotonically Integrated LES [21].  The flow solver 
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(a)   

(b)   

(c)   
Fig. 1. Instantaneous velocity and pressure fields for three different operation 
points for the axi-symmetric short-cowl CoJeN nozzle. (a) OP 1.1 (b) OP 1.2 
(c) OP 1.3. 

is coupled with the penetrable FW-H integral surface method for jet flow and 
noise prediction. The implementation of this makes industrially relevant LES 
studies of jet noise modeling possible in reasonable time (several days) using 
just a single workstation computer to handle computational grids circa 20 and 
80 million grid cells. In [16], the GPU CABARET solver has also been extend-
ed to include split-hexa (hanging node type) meshes, allowing one to accom-
plish the mesh generation using the OpenFOAM utility “snappyHexMesh” 
(sHM). This mesh utility enables automatic hexa-dominant mesh generation 
from triangulated surface geometries (e.g. CAD geometry), an essential need 
for complex LES-based optimization techniques. Furthermore, sHM also has 
the possibility to “snap” the mesh to the geometry as well as the ability to gen-

110



erate “layers” of body-fitted grid near the boundaries if need be. By using sHM 
and extending CABARET to include hanging nodes, it is possible to generate 
meshes and solve flow and acoustics for complicated geometries while retaining 
the hexa-dominancy for accuracy, which is enhanced thanks to a very compact 
stencil of the governing CABARET advection scheme that takes one cell in 
space and time. 

In the current work, the GPU CABARET solver on sHM meshes in com-
bination with the penetrable integral surface formulation FW-H method follow-
ing [22–24] is applied for flow and noise calculations for one of the short-cowl 
nozzle geometries considered in [5]. 
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This paper outlines experience obtained during the modification of a con-

ventional low-speed wind tunnel for aeroacoustic purposes. Modification in-
cludes building an anechoic chamber, developing of an acquisition system, per-
forming noise reflection investigation tests and obtaining preliminary CFD val-
idation cases. The schematic of the wind tunnel facility with the measurement 
systems is shown on Fig. 1. The measurement facility consists of the wind tun-
nel T-1K of KNRTU-KAI, equipped with anechoic chamber, the rotor rig and 
measurement system based on conventional measurement microphones and 
National Instruments equipment.  

 
Fig. 1. Schematic of the modified wind tunnel 
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Nowadays the most common method for rotorcraft and aircraft design is 
CFD research. Experimental facilities are used more for validation purposes of 
CFD computation results. But CFD validation still requires the use of extensive 
experimental data. Quality of experimental data is especially important for in-
terdisciplinary problems, and this is especially true for aeroacoustics. So, crea-
tion of the aerodynamic experimental facility, which can mainly provide data 
for CFD validation, is a reasonable idea, especially if its costs can stay within 
certain limits. This can be achieved with a conventional low-speed wind tunnel 
instead of specialized one. Thus, the motivation of this paper is to show that the 
experimental aeroacoustic facility of KNRTU-KAI, which was created in a 
conventional wind tunnel, can provide usable data for CFD validation.   

Recognition and reduction of noise sources is a well known practice in 
aircraft industry. Noise standards for aircraft become tougher  with each new 
edition of FAR-36 regulatory document. Typical noise level of an aircraft is  
significantly lower than self-noise of T-1K, and for higher speed the difference 
is even more noticeable. Performing aeroacoustic measurements in specific ex-
perimental conditions is a challenging idea. But the rotorcraft noise is higher 
than the aircraft and theoretically can be higher than the self-noise of T-1K. 
Then, rotorcraft can operate in hover mode, which requires no flow in wind 
tunnel. Thus, for several rotorcraft tests, the wind tunnel self-noise is not a le-
thal factor. Noise standards for rotorcraft are also very low and tend to become 
even lower. But rotorcraft noise is usually more complex than the noise from 
other types of aircraft and significantly less experimental data is available, mak-
ing even a small experimental dataset useful. The T-1K acoustic facility was 
created with this in mind. 

The key part of this facility is a low-speed (up to 50 m/s) closed-circuit T-
1K wind tunnel of KNRTU-KAI. It is a conventional multi-purpose wind tun-
nel, with the nozzle diameter of 2,25m and test section length of 3m. Second 
part is an anechoic chamber with retractable walls with twin-layer construction. 
This construction paradigm has been chosen because conventional anechoic 
elements are too big and fragile. Also retractable walls allow mounting works 
for equipment in test section. First layer is low-frequency anechoic layer made 
of Helmholtz resonators calculated for dominant frequency of wind tunnels self-
noise. The dominant frequency is the bpf (blade passing frequency) for the wind 
tunnel fan, which is close to 100Hz. Most tests aimed at measuring helicopter 
main rotor models are also performed with bpf near 100 Hz. Schematic of 
Helmholtz resonator is shown on Fig. 2a) 

A conventional melamin-based anechoic pyramid plates, which geometry 
is shown in Fig. 2b), was used as a second layer to deal with higher frequencies. 
Twin-layer construction showed good performance in first noise reflection tests, 
the reflection intensity was about 6,5 times lower than the initial signal.  
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(a)  
 

 
c) (b)  

Fig. 2.  Anechoic chamber of T-1K:  a) Helmholtz resonator schematic; 
b) Melamin pyramids dimensions; c) T-1K anechoic chamber wall structure  

 
Fig. 3. Rotor rig used in the T-1K wind tunnel; dimensions are in millimeters 

Third part of the facility is a rotor rig for helicopter main rotor model 
tests. This rotor rig has the following specifications: it can reach up to 2500 
rpm, collective pitch can vary from  -15° to +15°, cyclic pitch can be applied, 
rotor`s angle of attack can vary from -30° to +30°. Schematic of the rotor rig is 
shown on Fig. 3. The rotor rig was used for various experiments, such as visual-
ization of tip vortices and acoustics investigations. 
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The final part of the facility is the measurement system. A proprietary 
measurement system has been used for this facility. The measurement system 
consisted of DBX RTA-M microphones, based on Panasonic WM-61A car-
tridges. Acquired signal was amplified by an in-house device and read by NI-
PXI 4496 ADC card. This design allowed performing measurements with up to 
204 kS/s sampling rate with 24-bit analog-to-digital conversion. It can support 
up to 64 channels. 

An example of validation case of experimental data with CFD results can 
be seen in Fig. 4 [1]. This result was obtained in the above described facility. 
On this figure one can see a signal from a microphone, positioned in plane of 
rotation of the helicopter`s main rotor model and installed at 1.2 of rotor`s radi-
us distance away from its axis of rotation. Angular speed was set to 900 rpm 
and collective pitch to 8°, hover mode. Paper [1] contains data for other posi-
tions of the microphone relative to the rotor.  

The results of the study [1] indicated that, the experimental results were in 
a good agreement with CFD computations and could be used for validation pur-
poses of CFD computations.  Further modifications of the facility could bring 
better results. 

 
Fig. 4. Acoustic CFD validation example [1] 

 This work supported by state task project 9.1577.2017/4/6 “Numerical 
and physical modelling for aerodynamic and aeroacoustic characteristics for 
modern rotorcraft lifting systems”. 
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The radial mode analysis (RMA) is the standard tool for the calculation of 

the tonal sound power in flow ducts of turbomachinery applications. In this 
method CAA or experimental data is fitted to a sound field model. This model 
is composed of harmonic functions according to Equation 1, which is a solution 
of the convective wave equation in cylindrical coordinates [1]. From a pressure 
distribution p(x,r,φ) at a single frequency component the modal amplitudes amn 
can be calculated with a least squares fit procedure [2]. In a subsequent step 
these mode amplitudes can be used to calculate the sound power [3]. 

The mentioned sound field model includes the so called modal basis 
which consists of the axial wavenumbers kmn und the radial mode shape func-
tions fmn for all propagating, individual azimuthal (m) and radial (n) mode or-
ders and represents an Eigen-solution of the system. For a constant mean flow 
profile (plug flow) the modal basis can be calculated analytically. If an inhomo-
geneous mean flow profile is considered a numerical modal basis has to be uti-
lized which can come from the solution of an extended eigenvalue problem [4]. 
Further assumptions in both cases are that the mean flow field is homogeneous 
in axial and circumferential direction: 

 
(1) 

In CAA or experimental setups the assumptions regarding the flow field 
will not necessarily be perfectly met or the flow field can only be determined 
with a given uncertainty. This can lead to a mismatching of the modal basis of 
the model sound field with the real sound field. Also in some cases the analyti-
cal solution is preferred due to its robustness and low computational costs, for 
example if a lot of frequencies have to be analyzed, even though it has some 
drawbacks regarding the representation of the mean flow. Figure 1 depicts the 
differences in axial pressure distribution for a synthetic sound field of azimuthal 
mode m=0 between two different mean flow field assumptions (plug flow and 
1/5-power-law boundary layer with a thickness of 10%). Both flow profiles 
feature an equivalent mass flow. The Mach number of the plug flow is 0.4. It is 
visible that an offset exists for the amplitude as well as for the frequency. In the 
RMA this leads to differences in the calculated sound power. 

The differences in the sound power are also depending on the sampling 
positions of the sound field, which is of higher relevance for experimental data 
than in CAA applications.  
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Fig. 1. Axial pressure distribution for a superposition of modes (0,0), (0,1) and 

(0,2) for a boundary layer profile and the equivalent plug flow 

 
Fig. 2. Difference in calculated sound power between a modal basis for plug 
flow and for a flow profile with a 1/5 power law boundary layer 
(10% thickness) of mode m = 0 and the first tree radial orders versus 
Helmholtz number 

In a previous study [5] the author has shown for an exemplary, experi-
mental data set that there can be significant differences of up to 5dB in the cal-
culated total sound power and up to 10 dB in the sound power of individual 
modes, depending on the consideration of the mean flow field and the sensor 
positions.  

For a synthetic test case the sound power calculated with a mismatching 
modal basis shows an offset, which also varies with the analyzed frequency. 
This is shown in Fig. 2 for the first three radial mode orders of the azimuthal 
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mode order m=0. It will be shown, that the deviation in sound power also de-
pends on the number of dominant radial modes. 

The present study aims at a more general understanding of the influence 
of mismatching modal bases on the sound power calculation. Therefor synthetic 
sound fields are generated and assessed for a wide range of parameters, of 
which the most prominent are the Helmholtz number, the hub to tip ratio, the 
boundary layer thickness and the sampling positions of the sound field. 

The deviation from the different modal bases can be especially relevant 
when comparing CAA results with experimental data for validation purposes, as 
the experimental data is usually sampled at fewer positions. 

In his talk the author will give an overview of the problem and present 
possible mitigations in order to increase the accuracy of the calculated sound 
power. 
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ACOUSTIC MODEL OF A HELMHOLTZ RESONATOR UNDER 
GRAZING TURBULENT FLOW 
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To date, acoustic models of duct systems with turbulent flow depend on 
fitted constants/expansive test series. We present a more universal model; its 
constants are replaced by physically significant parameters with a clear defini-
tion. For the user, this allows an intuitive sense how a modification of design 
parameters affects acoustic properties. 

In most practical cases, when gases (compressible fluids) stream along a 
hollow space, acoustic and turbulent flow are strongly coupled. Many examples 
can be listed in which this coupling is of greatest importance. Noise silencers 
consisting of cavity arrays are installed in most duct systems, in which tonal 
noise (due to a constant operating frequency) needs to be reduced: Air condi-
tioning systems, ventilation plants, combustion engines. Beside silencing prop-
erties, cavities may give rise to desirable tones of wind instruments like trans-
verse flutes and organs or undesired ‘window buffeting’ of moving vehicles. 
Acoustic cavity resonances may even cause severe material damage for instance 
in pipeline intersections. 

More specifically, by proceeding with previous works by Goody [1], 
Howe [2] and, Golliard [3] we derive a new acoustic model of a resonant cavity 
in grazing flow (Fig. 1). 

 
Fig. 1. Setup of the Direct Numerical Simulation [4]: In streamwise x-
direction, a turbulent boundary layer streams over a rectangular cavity, which 
is flush-mounted inside the bottom wall. The cavity is connected via a 
rectangular neck/opening with the flat plate. 
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Fig. 2. An isosurface snapshot of the Direct Numerical Simulation is shown [4]: 
the vorticity is red; the pressure is blue. 1 Billion grid points and 8 Million 
CPU-hours are used to simulate 30 ms of physical time. 

First, to establish a reference database we conducted a detailed three-
dimensional Direct Numerical Simulation at the Mach number M=0.1 [4] of the 
setup depicted in Fig. 1. The setup is comparable to the experiments of [3]. A 
snapshot of the simulation is shown in Fig 2. 

Second, utilizing the lumped element method, we set up a model, consist-
ing of exchangeable/adaptable elements. Fig. 3 shows a sketch. In the present 
case, the boundary layer thickness is smaller than the streamwise neck length. 
This implies a complex coupling of Kelvin-Helmholtz waves at the neck zone 
and the acoustic waves resonating inside the cavity. The acoustic element de-
scribing this coupling is based on Howe’s Rayleigh conductivity of an aperture 
in two-sided flow [2]. Thereby we make extra efforts to redefine occurring con-
stants, to make them universally accessible and to give them a physical mean-
ing. Especially, the focus lies on the eddy convection velocity. 
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Fig. 3.  Governing elements of the newly derived Goody-Howe-Golliard 
Model from left to right: The driving source term of pressure fluctuations, the 
impedance of an aperture in grazing flow and the lumped element method for 
the description of linear acoustics in duct systems (cross-sectional jumps etc.). 

 
Fig. 4.  SPL spectra prediction of the new Goody-Howe-Golliard Model: the 
black lines belong to reactivity terms; the white lines are linked to the 
resistance. 

Finally, we will validate the model. On one hand, we carry out a compari-
son with the Direct Numerical Simulation [4]. On the other hand, we demon-
strate the model applicability over a whole Mach number range from 0.01 to 
0.14 (cf. Fig. 4) corresponding to the experimental study [3]. Even so, the mod-
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el is linear, resonance conditions between acoustic cavity modes (black dashed 
lines) and fluid dynamic unstable modes (white line) are correctly predicted. 

We gratefully acknowledge the financial support of the Deutsche 
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A detailed study of flow around moving airfoils including the influence of 

movement on their aerodynamic and aeroacoustic properties is of crucial im-
portance in many applications. In particular, wing motion contributes signifi-
cantly to the thrust generation mechanisms of natural flyers and to the corre-
sponding acoustic radiation. The broadband noise generated by a moving airfoil 
is essential in solving the problems of the fan-outlet guide vane interaction, ro-
tor-rotor interaction for a contra-rotating open rotors or wind turbines. Within a 
scope of possible set-ups relating to aerodynamics and aerocoustics of moving 
airfoils, the paper considers two problems.  

The first problem is the simulation of flow over a flapping foil. A peculi-
arity here is that the airfoil motion is simulated using Immersed Boundary Con-
dition (IBC) method, namely the Brinkman penalization method, to mimic the 
no-slip boundary conditions on the interface between a moving body and com-
pressible viscous fluid. The method is developed for unstructured meshes [1]. 
The results are analysed in terms of time-averaged and time-dependent aerody-
namic loads.  

A NACA0012 foil with the chord length 1c =  moves in homogeneous 
flow with Mach number M=0.2 and oscillates with plunging and pitching mo-
tions as shown in Fig. 1.  

        
Fig. 1.  Scheme of the foil pitching and plunging oscillations 

Here the replacement ( )0( ) sinh t h t= ω  corresponds to the vertical plung-
ing motion with amplitude 0h  and linear frequency 2f = ω π . The foil pitches 
around one-third chord with a pitch angle given as ( )0( ) sint tθ = θ ω +ψ , 
where 0θ  denotes the pitch amplitude and ψ  is the phase angle between the 
pitching and plunging motion. 
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Following an experimental case by Anderson et al. [2] the plunging 
amplitude 0h  is set to 0.75 , phase angle ψ  is set to 2π  and the Reynolds 
number is set to Re 40 000u c∞= ρ µ = . The computations were carried out for 
different Strouhal numbers 0St f h u∞= : 0.25 , 0.35 , 0.45 . For 2ψ = π  the 
pitching amplitude is expressed as ( )0 0arctg Stθ = π −α  where 0α  is a nominal 
angle of attack which is set to 15°. 

  
(a)     (b) 

Fig. 2. (a) Instant drag coefficient; (b) mean power coefficient 

The obtained instant drag coefficient for one period of oscillations with 
the Strouhal number 0.35St = well correlates with the results of [3] where 
moving reference frame method is used (Fig. 2a). The discrepancy is caused by 
using the non-boundary conforming approach.  

An acceptable agreement between numerical and Anderson experimental 
results is corroborated by Fig. 2b where the measured and predicted mean thrust 
and power coefficients are shown. The mean power coefficient is expressed as 

( ) ( ) ( ) ( )
0 0

2 T T

ip y

dh t d t
C F t dt M t dt

T dt dt
 θ

= + 
 
∫ ∫ . 

The second problem is the simulation of the leading edge noise of a heav-
ing airfoil being subjected to harmonic gust. An innovated hybrid method is 
used to incorporate to heaving motion to the background flow in the linearised 
Euler equations. The acoustic properties are compared with those of the station-
ary. 

A simulation of leading edge noise for a heaving NACA 0012 airfoil is 
divided to two stages. In the first stage, the periodic background flow is com-
puted using an Unsteady Reynolds-Averaged Navier-Stokes (URANS) solver.  
The 𝑘 − 𝜔 SST turbulence model is used, and fine grids are used near to wall 
(𝑦+ < 1) to resolve the boundary layer. The heaving motion of the airfoil is 
achieved by using a deforming mesh that is two chord-lengths away from the 
airfoil. In the second stage, the linearised Euler equation (LEE) with the period-
ic background flow is solved by a high-order finite difference CAA code [4, 5]. 
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In the CAA simulations, the reference frame was changed to the airfoil, such 
that the airfoil stayed stationary as the mean flow varied with time. To study the 
acoustic response, the single velocity-component gust is introduced to the com-
putational domain to mimic the oncoming turbulence [6]. A series of simula-
tions are conducted at a freestream speed 𝑢∞ = 60 m/s . The amplitude of the 
gust is 𝐴𝑔 = 0.4 m/s, and the gust wavelength is 𝜆𝑔 = 0.03 m. Fig. 3 is the 
schematic of the problem. 

 
Fig 3. Illustration of the leading edge noise of a heaving airfoil 

In this work, the effects of heaving amplitude and frequency on the lead-
ing edge noise are investigated, and the cases are listed in Table 1. The heaving 
frequency doubled from Case 1 to 3, leading to the increase of 

2 ,c hSt f c u∞= π  while the Strouhal number based on the heaving amplitude 
2A h hSt f A u∞= π  is fixed, where hf  is the heaving frequency, c  refers to the 

airfoil chord length, and hA  is the heaving amplitude. For Case 3 to 6, simula-
tions were conducted under the same heaving frequency while the heaving am-
plitude increased. 

No. 𝑢∞ [m/s] 𝑓ℎ [Hz] 𝐴ℎ [m] 𝑆𝑡𝐴 𝑆𝑡𝑐 
1 60 10 0.02 0.021 0.157 
2 60 20 0.01 0.021 0.314 
3 60 40 0.05 0.021 0.628 
4 60 40 0.10 0.042 0.628 
5 60 40 0.20 0.084 0.628 
6 60 40 0.30 0.126 0.628 

Table 1. List of the investigated cases with single frequency gust 

Fig. 4 shows that far-field directivities rmsp  of the heaving airfoils, and 
the results of a stationary airfoil are also plotted (in black solid line). In general, 
the heaving airfoil can lead to a reduction of sound. However, the dependence 
with the two parameters 𝑆𝑡𝐴 and 𝑆𝑡𝑐 is different. In Fig. 4(a) where 𝑆𝑡𝐴 =
0.021 is fixed, the rmsp  predictions from different 𝑆𝑡𝑐 cases are close, suggest-
ing that sound reduction is insensitive to the parameter 𝑆𝑡𝑐. In contrast, with the 
increase of 𝑆𝑡𝐴 there is less sound radiate (Fig. 4(b), the black arrow). Also, the 
sound radiation lobe is not alternated due to the heaving motion. 
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(a)     (b) 

Fig. 4. Comparison of 𝑝𝑟𝑚𝑠 directivities from the heaving airfoil and the 
stationary airfoil  
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Introduction 

In aeroacoustic problems, especially in computational aeroacoustics 
(CAA) studies, it is often of interest to compute acoustic far-field directivities 
from the well resolved, unsteady nearfield flow. The integral solution of Ffowcs 
Williams and Hawkings (FW-H) equation [1] or the Kirchhoff method [2] is 
often used for this purpose. The Kirchhoff method is applied in the linear region 
where sound propagates and the fluctuation variables should be acoustically 
related. The FW-H equation is derived precisely from the flow governing equa-
tions, and the complete solution of it that contains both surface and volume in-
tegrals could yield accurate results as the Navier-Stokes equations. However, 
the computation of the volume integral term in the FW-H solution has practical 
difficulties: 1) it is extremely expensive despite the increasing computation 
power, and 2) it suffers from the so-called cause and effect issue since unknown 
variables are involved in the source terms. Therefore, many efforts have been 
made to extract far-field directivities by only performing surface integrals under 
the assumption that the acoustic contribution by the unsteady flow exterior to 
the integration surface is negligible. 

 
Fig. 1. Schematic of the sound extrapolation that using near field flow data to 

compute acoustic far-field directivities 

Figure 1 shows the schematic of the sound extrapolation method and the 
integration surface is placed in the region where sound propagates. The Farassat 
formula 1A [3] that only contains the surface integral part of the FW-H solution 
is widely used for aeroacoustics problems. However, the predicted sound field 
might be contaminated by the passage of the non-acoustic fluctuations across 
the integration surface in turbulent flows.  
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Some strategies might be useful to avoid the spurious wave contamination 
such as to use on-body or open section integration surfaces. However, these 
methods suffer from limitations of narrow range of the application since they 
are inconsistent with mathematical formulations. Several methods have been 
proposed to compute the acoustic far-field directivity with only surface integra-
tions. One category of methods is to introduce correction terms to the FW-H 
equation to account for the omitted volume integral parts [4, 5], often with con-
voluted formulations. For the flows where the turbulent fluctuations are vortical 
wave dominant, an effective method is to use an alternative acoustic variable 
such that the vortical component is effectively filtered because of the diver-
gence-free property [6]. However, the sound prediction might be contaminated 
in general turbulent flows with convecting pressure fluctuations. To avoid the 
spectral leakage caused by an integration surface, Wright and Morfey [7] devel-
oped a method of using transition profile. It turns out to be the mathematical 
description of the averaging approach of using different integration surfaces in 
case the transition zone is stair-like. The method of averaging of FW-H predic-
tion results by multiple closely placed surfaces was developed by Sparlart and 
Shur et al. [8, 9] under the assumption that the error induced by each surface is 
cancelled due to the random phase shift. The method was widely used for varies 
aeroacoustic problems owing to its simplicity. Recently, a generalised sound 
extrapolation method was developed based on a new acoustic analogy using an 
indirect acoustic variable [10]. The non-acoustic components are filtered out 
during the filtering process under Taylor’s approximation [11]. A conventional 
Green’s function method is used to solve the resulting third order equation, and 
the acoustic pressure at far field is obtained from the asymptotic property. The 
method was applied to several aeroacoustic problems including airfoil-gust in-
teraction, and vortex shedding noise from a cylinder and co-flowing jet noise. 
Good results were obtained. 

Problem statement 

Each of the methods listed above has its advantage and disadvantages re-
garding the accuracy and the cost of time and storage. In this work, studying of 
the performance of several of the representative methods mentioned above is 
conducted, including M1: the classical FW-H method, M2: the technique of 
performing averaging of different FW-H results, M3: the method filtering out 
the vortical wave and M4: the newly developed generalised sound extrapolation 
method.  

Two typical aeroacoustic problems are studied. The first case is the noise 
generated by a NACA0002 airfoil interacting with oncoming Gaussian spec-
trum turbulence, which is a significant source of broadband noise in turbofan 
engines or contra-rotating open rotors. The second case is the sound production 
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by a co-flowing jet, in which case the identification of source and prediction of 
far-field directivity are challenging. 

Airfoil-turbulence interaction noise prediction 

For the case of airfoil gust interaction noise, the Mach number is 0.5, and 
the integral length scale of the Gaussian spectrum turbulence is given as 0.1 
chord length of the NACA0002 airfoil. The angle of attack is 0 degree. Figure 1 
shows the instantaneous pressure distributions. The results by the methods M3 
and M4 that filter out the non-acoustic fluctuations are plotted in Fig. 1 (right) 
and the results match fairly well with the flat plate solution by Amiet [12]. The 
results using M1 and M2 will be presented and discussed in the final version of 
the abstract. 

  
Fig. 2. The near field sound pressure distribution (left) and the predicted 

acoustic far-field directivities by M3 and M4 (right) 

Co-flowing jet noise prediction 

The second case in this study is the sound generated from a co-flowing jet, 
using an established DNS database [13]. The jet Mach number is 0.8, and the 
co-flow Mach number is 0.2, and the Reynolds number is Re=8000. Figure 3 
shows the distribution of density gradient and the locations of the integration 
surfaces are shown in Fig. 2, and the radiation pattern using the dilatation rate. 
The distance from the observer to the jet nozzle exit is r=500, which is suffi-
ciently large to satisfy the far-field condition.  

Figure 4(a) shows the predicted results by method M1 (the original FW-H 
method without performing averaging). The predicted spectra by different inte-
gration surfaces are inconsistent, and significant differences are observed in the 
predicted far-field directivities. Predictions using M3 with the data collected on 
surfaces S3 (z ranges from 0-40) and S4 (z ranges from 0-45) are shown in 
Fig. 4(b). There is also a noticeable difference in the results by the two surfaces 
because convection component is also included in the pressure fluctuations. The 
results suggest that both the original FW-H method M1 and the method (M3) 
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which filters the vortical wave are not suitable for the aeroacoustics problem 
with convecting pressure fluctuations. 

  
Fig. 3. The near field distributions of the density gradient ρ z (left) and the 

radiation pattern indicated by the dilatation rate 

(a)   

(b)  

(c)   
Fig. 4. The predicted results by (a) the FW-H method M1, (b) the vortical-
wave filtering method M3, and (c) the generalised sound extrapolation method 
M4: the far-field directivities (left) and the predicted spectra at 30deg (right) 
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By contrast, the results by the generalised sound extrapolation method M4 
are shown in Fig. 4(c), and consistent results in both spectra and far-field di-
rectivities are obtained for different integration surfaces. As for the far-field 
directivity, there is a silent zone at low observer angles and a radiation peak at 
observer angle around 30 degrees. The consistent results in acoustic suggest that 
the potential non-acoustical contamination induced by turbulence that might be 
different across different surfaces is well suppressed owing to the filtering pro-
cedure adopted in the proposed method. In the final version of the abstract, the 
results by method M2 that performs averaging over the FW-H results of differ-
ent integration surface will be presented in the final version of the abstract. As 
for the computation cost, the number of the surface source panels is 96431, the 
number of the time step is 6251 and the resultant time and storage are shown in 
Table 1. In the current configuration, M1 has the smallest storage and time cost 
since only the primitive variables are required, and it costs the least computa-
tion time. M4 yield a more accurate result at the cost of more extensive storage 
requirement of 26 variables to extract the indirect acoustic variable and the 
longer time since FFT calculations are also needed. However, the storage could 
be greatly reduced if the indirect acoustic variables are output from the 
CFD/CAA solvers, which is easy and only five variables are needed. Also, as 
shown in the recent work by the authors, the computation time using the gener-
alised sound extrapolation method can be reduced to 1.5 hour for this case, if 
the frequency domain solution is used [14]. As for the multi-surface FW-H 
method M2, it can be expected that the cost depends on the number of surfaces 
to use. For each surface, it may require similar storage or computation time as 
M1, while the total computation cost might be the same order as the generalised 
sound extrapolation method, which will be provided in the final version of the 
abstract. 

Table 1. Time and storage costs of different sound extrapolation methods, N is 
the number of surfaces used for averaging by FW-H method 

Method M1 M2 M3 M4 
Time(s) 23299 23299×N 25400 34466 

Storage(GB) 9.2 9.2×N 35.0 45.6 
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