
Fourth International Workshop 
 
 

 Computational  Experiment 
in Aeroacoustics 

CEAA2016 
 
 

September 20-24, 2016 
   

Svetlogorsk, Kaliningrad region 
Russia 

 
 
 
 

Book of abstracts 
 
 
 
 

 
 
 
 
 
 

MOSCOW – 2016 



УДК 533:534.2 
ББК 26.233 

 
 
 
 
 
Computational Experiment in Aeroacoustics. CEAA2016: Fourth 

International Workshop, Svetlogorsk, Kaliningrad region, Russia, Sep-
tember 21-24, 2016: Book of abstracts. – Moscow: Keldysh Institute, 
2016. – 150 p. 

ISBN 978-5-98354-026-2 
 

The Book of abstracts represents the talks of participants of the Fourth International 
Workshop “Computational Experiment in Aeroacoustics” (CEAA2016) which is orga-
nized by Keldysh Institute of Applied Mathematics of Russian Academy of Sciences, 
Moscow, Russia, with assistance of Central Aerohydrodynamical Institute (TsAGI), 
Zhukovsky, Russia, and Immanuel Kant Baltic Federal University, Kaliningrad, Russia, 
under financial support by the Russian Foundation of Basic Research (Grant No. 16-01-
20500) and official sponsors. The Workshop is held in Svetlogorsk, Kaliningrad region, 
Russia, September 20-24, 2016. The Book consists of abstracts of invited lectures and 
technical presentations. 

УДК 533, 534.2 
ББК 26.233 

 
 

Makeup: L.V. Dorodnitsyn 
Cover: A.V. Gorobets 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ISBN 978-5-98354-026-2                                                           © Authors, 2016 



 
 

ORGANIZER 

Keldysh Institute of Applied Mathematics of Russian Academy of Sciences 
(KIAM), Moscow, Russia 

with assistance of 

Central Aerohydrodynamical Institute (TsAGI), Zhukovsky, Russia 
Immanuel Kant Baltic Federal University, Kaliningrad, Russia 

 
 
 
 
FINANCIAL SUPPORT 
 

Sukhoi Aviation Holding Company 
Russian Foundation of Basic Research (Grant No. 16-01-20500) 
Russian Helicopters 
Central Aerohydrodynamics Intstitute (TsAGI) 
Central Institute of Aviation Motors 
TESIS 
International Commission for Acoustics 
 

 
 

 
 

 
 
 





ORGANIZING COMMITTEE 

Chairmen 

Boris CHETVERUSHKIN, Prof., Full member of RAS, Keldysh Institute 
of Applied Mathematics of RAS, Russia 

Tatiana KOZUBSKAYA, D.Sci., Keldysh Institute of Applied                 
Mathematics of RAS, Russia 

Members of Organizing Committee 

Michael DUMBSER, Prof., University of Trento, Italy 
Vladimir GOLUBEV, Prof., Embry-Riddle Aeronautical University, USA 
Charles HIRSCH, Prof., Vrije Universiteit Brussel, Belgium 
Jerome HUBER, Dr., AIRBUS OPERATIONS SAS, Toulouse, France 
Marc JACOB, Prof., ISAE-SUPAERO, Toulouse Area, France 
Sergey KARABASOV, D.Sci., Queen Mary University, London, UK 
Viktor KOPIEV, Prof., Central Aerohydrodynamics Intstitute (TsAGI), 

Moscow, Russia 
Alexey KUDRYAVTSEV, D.Sci., Khristianovich Institute of Theoretical 

and Applied Mathematics of SB RAS, Novosibirsk, Russia 
Ulf MICHEL, Prof., Dr.-Ing., CFD Software E+F GmbH, Berlin, Germany 
Alexey MIRONOV, Dr., Central Institute of Aviation Motors (CIAM), 

Moscow, Russia 
Mikhail STRELETS, Prof., Peter the Great St.Petersburg Polytechnic Uni-

versity, Russia 
Vladimir TITAREV, Dr., Dorodnicyn Computing Center of FRC CSC 

RAS, Moscow, Russia 
Xin ZHANG, Prof., Hong Kong University of Science and Technology, 

HONG KONG 
 
 
 
LOCAL ORGANIZING COMMITTEE 

 Anatoly ALEXANDROV, KIAM 
 Vladimir BOBKOV, KIAM 
 Ludwig DORODNICYN, Lomonosov Moscow State University 
 Alexey DUBEN, KIAM 
 Andrey GOROBETS, KIAM 

Tatiana KOZUBSKAYA, KIAM (Coordinator) 
Larisa SOKOLOVA 
Mikhail SURNACHEV, KIAM 



 



 7 

LECTURES 
 
 

 
SIMULATION OF AIRCRAFT INSTALLATION NOISE – A KEY 
TO  LOW NOISE AIRCRAFT DESIGN 
Jan Delfs 
DLR – Deutsches Zentrum für Luft- und Raumfahrt e.V. 
Institute of Aerodynamics and Flow Technology, Technical Acoustics Branch 
38108 Braunschweig, Germany, Jan.Delfs@dlr.de 

 
Introduction 

Classically, aircraft component noise research has been conducted (i) to 
identify a link between local flow features, component design parameters and 
the resulting aerosound generation and (ii) to derive means for noise reduction 
at the source. Component sources traditionally have been categorized into en-
gine noise on the one hand and airframe noise on the other hand as depicted in 
Fig. 1.  

The ACARE acknowledges that restricting R&T to single a/c components 
will furtherly not suffice to meet the objective of -10dB per aircraft operation in 
2020 as set out by the strategic paper “Vision 2020” of the EU in 2001. In addi-
tion, these so called 1st and 2nd generation noise reduction technologies have to 
be considered in combination with low noise aircraft architectures [1]. This is 
even more valid for the longer term view, described in the document 
“Flightpath 2050” of ACARE. In view of noise, another aspect of the develop-
ment of transport aircraft is of concern, which is driven by fuel savings and en-
vironmental requirements. This aspect concerns the increase in size of the 
aeroengines of modern conventional aircraft: one will see classical sources of 
noise diminish, while new sources, related to the close integration of engines 
and wing, will occur. In order to either include the consideration of novel air-
craft architectures or the closer integration of components for conventional air-
craft both bring a new category of noise into the picture, namely installation 
noise.  

Installation noise has two important aspects, one related to sound genera-
tion and one related to sound radiation, although in special cases this distinction 
may be difficult to make. 

Installation sound sources are characterized by the fact that two aircraft 
components, which may or may not be sources themselves in isolated situation, 
generate a source as a result of their particular arrangement at the aircraft. In 
this case typically one of the components exerts an aerodynamic effect onto the 
other component which results in a strongly increased radiation from the latter. 
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Fig. 1.  Installation related sources of aerosound at transport aircraft 

There are situations, in which the mentioned aerodynamic effect of the first 
component may even reduce the sound radiation of the second component (ben-
eficial effect). In a way the (tonal) sound radiation of the (subsonic) fan of a 
turbofan engine may be regarded as an installation source because neither fan 
rotor nor fan stator in isolation would radiate tonal sound while only in their 
respective combination sound would be radiated out of the fan duct. The most 
important installation related sources and source effects are sketched in Fig. 2 
for a conventional transport aircraft. 

Acoustic installation refers to the effect the airframe or parts of it has on 
the radiation of some noise sources on the aircraft. As depicted in Fig. 3 acous-
tic installation occurs as a result of sound reflection, diffraction at the aircraft 
body and also sound refraction in the associated shear- and boundary layers. In 
comparison with the radiation from the isolated sources of noise at an aircraft 
the related acoustic installation effects may increase or decrease the sound am-
plitudes reaching the observer at the ground. This depends again on the ar-
rangement of the source with respect to the rest of the aircraft. 

It is to be mentioned that installation noise is not only an issue for com-
munity noise of aircraft but as well for cabin noise. Any source noise increase 
due to installation (e.g. due to boundary layer ingestion of the engine intake) 
will potentially also negatively affect cabin noise excitation. The same is true 
for acoustic installation issues, i.e. any engine noise reflected off the fuselage 
will potentially increase cabin noise excitation as well. Also in this case refrac-
tion and even turbulent scattering may heavily influence amplitudes and phases 
of the pressure on the fuselage skin, which causes it to vibrate and generate cab-
in noise. 
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Fig. 2.  Installation related sources of aerosound at transport aircraft 

Challenges 

Considerable difficulties are involved in simulating installation noise ex-
perimentally and computationally. On the other hand the above discussion 
shows that installation noise represents a non-negligible issue if overall aircraft 
noise is of concern. In comparison to studying single component sources instal-
lation sources generate extra difficulties due to the necessity to take into ac-
count at least two a/c components in their unsteady aerodynamic interaction, 
which requires either relatively large wind tunnels and/or large computational 
resources.  

The simulation of realistic acoustic installation effects at complete aircraft 
pose considerable challenges as well. Experimental simulation in acoustic wind 
tunnels suffer from the difficulty that necessarily complete aircraft models are 
required, which necessarily leads to considerable downscaling and correspond-
ing upscaling of frequencies, which are hard to measure. Also Reynolds num-
bers may become unrealistically small. Moreover, realistic turbofan engine 
sources at this small size are not available today. The computational side is 
challenging as well. A full scale aircraft acoustic installation noise simulation 
up to relevant frequencies of –say 5kHz- is beyond the capabilities of today’s 
computers if all viscous mean flow effects are to be taken into account, by solv-
ing e.g. the Linearized Euler Equations. 
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Fig. 3.  Acoustic installation effects at transport aircraft 

Current conventional aircraft represent configurations at which a relative-
ly clear distinction exists among the various components as e.g. the engine, the 
pylon, the wing system, the fuselage and the empennage. The classical design 
philosophy of aircraft has been implying that the overall aircraft system is un-
derstood as a synthesis these distinct aircraft components each of which repre-
sent a distinct function. In such case the overall aircraft noise may be looked at 
as superposition of single component noise sources.  

However, even for conventional aircraft of the most modern generation 
installation sources will be important contributors to the overall aircraft noise, 
and therefore need to be described appropriately. Most notably the (efficiency 
driven) required increase of the turbofan engine size (UHBR engines) for a giv-
en airframe necessarily leads to a much higher degree of integration between 
engine nacelle and the wing. In fact, the integration may become so close that 
nacelle and wing locally merge into one aerodynamic system, where no distinc-
tion between engine on the one hand and wing on the other hand may be made 
anymore. This situation naturally carries over to the aeroacoustics of engine and 
wing, leading to new sources as e.g. the jet flap interference source (neither 
being engine nor airframe noise). For “modernized” current aircraft even today 
acoustically important questions naturally arise as e.g. whether the jet noise 
reduction achieved by using UHBR engines will be over-compensated by a 
noise increase which is expected due to increased levels of JFI, see e.g. Fig. 4. 
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Fig. 4.  3D CAA simulation of jet flap interaction noise experiment in DLR’s 

acoustic wind tunnel AWB (dual stream cold jet and high lift airfoil) 

Objectives 

From the above reasoning installation noise cannot be neglected for the 
assessment of modern conventional aircraft and more intensive research in pre-
diction and design is required. Moreover, according to [2] one of three require-
ments of ACARE on future noise research is to “very significantly increase the 
effort dedicated to Low Noise Aircraft configurations”. This particularly im-
plies to develop means to experimentally and computationally study installation 
effects and complete aircraft noise. The new quality is that such prediction 
methods have to be raised to high fidelity computation methods because one is 
venturing into unknown terrain. Experience with low noise aircraft cannot be 
gained by flight test like for conventional aircraft; also semi-empirical predic-
tion models are naturally not available. 

Content of lecture 

The paper will discuss some results of experimental and recent computa-
tional studies of DLR on installation sources from which estimates for the rele-
vance of installation sources at conventional aircraft are drawn. Based on these, 
first thoughts are derived on variations to potentially more silent tube and wing 
aircraft configurations. Some computational results on noise shielding are dis-
cussed in detail, combined with the warning that for certain conditions, the usu-
al neglect of viscous flow effects may lead to very large errors in predicting the 
attenuation even at low flight Mach numbers. 

References 

1. http://www.xnoise.eu/about-x-noise/projects/generation-2-projects/openair/ 
2. ACARE “Activity Summary 2014-15” 

http://www.acare4europe.com/documents/acare-annual-report 
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AIRFRAME NOISE MODELING AND PREDICTION 
Yueping Guo 
NEAT Consulting, Seal Beach, California, USA, 
yueping.guo@neat-consulting.com  

 
While numerical simulation methods have progressed significantly in the 

past few decades [1], they still face difficult challenges in large scale realistic 
applications. In the aircraft industry, physics-based modeling is currently the 
dominant approach for acoustic design and prediction, where robustness, accu-
racy and quick turn-around time are some of the necessary features required for 
prediction tools. This paper discusses the development of physics-based meth-
ods for airframe noise modeling and prediction, and presents models for air-
frame noise components including the leading edge slats, the flap side edges, 
the landing gears, and the trailing edges. The technical approach includes ana-
lyzing and understanding the physical mechanisms of noise generation in the 
unsteady flows around the airframe, which is necessary to capture the dominant 
features of the flow process that are responsible for the noise generation. Noise 
sources for each airframe component are identified and analyzed to reveal their 
respective characteristics. The prediction models are then developed based on 
the fundamental theory of aerodynamic noise generation, by using a combina-
tion of statistical analysis, asymptotic expansion, dimensional scaling, and func-
tional correlation. The prediction models are developed for each airframe noise 
component, including spectral features, far field directivity patterns, Mach 
number dependencies, and component amplitudes that are correlated to geomet-
ric and operational parameters. The total noise is then found by incoherent sum 
of the components. For each noise components, as well as for the total airframe 
noise, extensive validations are presented, covering a wide range of configura-
tions from small scale component tests in wind tunnels to full configuration 
aircraft flight tests, to demonstrate the accuracy and robustness of this physics-
based approach.  

For large commercial transport airplanes, the major noise sources for the 
airframe are the leading edge slats, the flap side edges, the landing gears, and 
the trailing edges. The relative ranking order of the sources depends on the de-
tailed design of the aircraft. For each of the four major sources, the physical 
mechanisms that are responsible for the noise generation are shown in Fig. 1. 
These individual source mechanisms are identified by analyzing various data 
from experiments [2–4]. Since noise components from different source mecha-
nisms usually have different characteristics, the analysis of the far field noise 
functional trends can reveal the features of the sources. An example of the 
source and far field analysis is illustrated in Table 1, which lists various salient 
features associated with slat noise and its sources. 
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Fig. 1.  Source mechanisms of airframe noise 

Table 1.  Slat noise source mechanisms and noise characteristics 

 Cove Gap Bracket 

Mechanism 
Flow Separation 
and Vortex 
Oscillation 

High Speed Flow 
and Edge 
Scattering 

Bluff Body and 
Vortex/Strut 
Interaction 

Directivity Dipole Normal to 
Chord Half Dipole Dipole Normal to 

Strut Length 

Spectrum 
Broadband in Low 
and Mid Frequen-
cy Domain 

Hump in Mid and 
High Frequency 
Domain 

Narrow Hump in 
Mid and High Fre-
quency Domain 

Mach Scaling 5th to 6th  5th to 6th  6th to 7th  

Amplitude Slat, AOA, Gap, 
M AOA, Gap, M Local Flow, Strut, 

M 
Length Scale Slat Chord Gap Width Strut Size 
Source Size Chord × Span Width × Span Size × Length 

 
The understanding of the source physics is the essential starting point for 

the modeling and prediction of the far filed noise. The technical approach is 
illustrated in Fig. 2. It starts with the theory of aerodynamic sound generation, 
either in the original form of the Lighthill acoustic analogy [5] or in its formal 
solutions in the form of the Ffowcs-Williams/Hawkings equation [6]. The latter 
is of particular relevance to airframe noise because of the low Mach number 
and high Reynolds number associated with flows at aircraft landing and takeoff 
conditions. The left part of the figure shows a path for the theoretical approach 
where explicit models are derived for the far field noise spectrum. This mathe-
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matical derivation has been documented in detail in [7–9], which leads to the 
result 
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 (1) 

In this solution, the left hand side is the far field noise spectrum and the right 
hand side contains various symbols, each representing a parametric feature of 
the noise field, including spectral shape, directivity, Mach number dependence, 
amplitude correlation, and other parametric trends. 

 
Fig. 2.  Illustration of physics-based modeling approach 

Table 2.  Functional dependencies of physics-based noise model 

 
A brief explanation for the parametric trends in Eq. (1) is given in Table 2, 

where the physical features of the far field noise are listed in the first column, 
their respective mathematical models are shown in the second column, and the 
approaches to derive these functional dependencies are explained in the last 
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column. These functional trends are derived by various methods, including ana-
lytical derivation, correlation analysis, and empirical data. The theoretical deri-
vation and correlation analysis lead to prediction models for the airframe com-
ponents, which are then validated by experimental data. The component valida-
tion includes the functional trends and the absolute amplitudes. The validated 
component models are finally integrated to total noise prediction tools which 
are further validated by aircraft system noise. 

It is important to emphasize the critical step of validation in the modeling. 
The validation should be systematic, including both functional dependencies 
and the absolute amplitudes to achieve sufficient accuracy. Furthermore, the 
validations should include enough variations in the database to cover various 
configurations and flow conditions, to ensure the robustness of the prediction 
models. As an example, Table 3 shows the databases for the validation of 
landing gear noise models, covering a wide range of aircraft configurations, 
gear designs, and test conditions. 

Table 3.  Datasets for landing gear noise model validation 

 
It can be seen from the table that the smallest scale in the validation 

database is 6 percent, for a high fidelity Boeing 777 main landing gear, tested as 
an isolated gear in the NASA Quiet Flow Facility [10]. For this configuration, 
examples are given in Fig. 3, showing the comparisons between predictions and 
test data for the noise spectrum at 90 degrees emission angle in the flyover 
plane, as a function of frequency for four different Mach numbers. Apparently, 
the agreements between the two are good, both in the functional trends such as 
the spectr4al shape and Mach number variations, and in the absolute 
amplitudes. The accuracy of the prediction model shown in this figure is 
representative of all the other test cases for isolated gears. 
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Fig. 3.  Validation of landing gear noise model by wind tunnel test data 

 
Fig. 4.  Validation of landing gear noise model by flight test data 

The table for the landing gear noise model validation also includes various 
full configuration aircraft flight tests, which not only contains both the nose and 
the main gears at full scale, but also accounts for various installation effects 
such as the local flow variations, convective amplification, and the noise 
reflection from the aircraft [11, 12]. These effects can significantly affect the 
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noise from the landing gears, and thus, need to be correctly modeled. Examples 
of full scale validation are given in Fig. 4, for the DC-10-10 aircraft [13]. The 
comparisons in the figure is the spectra at three different emission angles in the 
flyover plane, showing good agreements between the predictions and data. In 
comparison with wind tunnel test data for isolated gears, flight test data show 
more scatter, which is due to the fact that landing gear noise data in flight tests 
are derived by the difference between gear-up and gear-down flights, a feature 
present in all the flight test data. 

References 

1. Singer B.A. and Guo Y.P. Development of CAA Tools for Airframe Noise 
Calculations. International J. Computational Fluid Dynamics. 18(6), 455–
469, 2004.  

2. Guo Y.P., Joshi M.C., Bent P.H. and Yamamoto K.J. Surface pressure 
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Fluid Mech. 415, pp.175–202, 2000. 
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PECULIARITIES OF COMPUTATIONAL EXPERIMENT 
VALIDATION IN AEROACOUSTICS 
V.F. Kopiev 
Central Aerohydrodynamic Institute, Moscow, Russia, aeroacoustics@tsagi.ru 

 
The problem of aviation noise reduction, which is studied within the field 

of aeroacoustics, is one of the most formidable one in aviation science, because 
major noise sources correspond to different types of turbulent flows around a 
flying vehicle (turbulent jets and wakes, turbulent boundary layer on the fuse-
lage surface, etc.) for which there exist, in principle, no dynamical models al-
lowing the description of subtle non-stationary processes responsible for noise 
generation. Investigation of these problems requires a unique experimental base 
that can provide the non-reflection conditions simultaneously with modeling the 
turbulent characteristics of flows. In this situation, numerical simulation could 
be a promising tool. Often, the studied problems cannot be modeled with using 
even the most modern experimental base, for instance, when the cruise condi-
tions should be reproduced. Numerical simulation then becomes the only direct 
method of acquiring the necessary knowledge. 

However, application of numerical methods for solving aeroacoustic prob-
lems encounters significant challenges that have no analogies in solving tradi-
tional problems of aerodynamics. The necessity to simultaneously resolve many 
characteristic space-time scales with numerical methods that have small disper-
sion and small dissipation renders these problems very expensive from the 
viewpoint of required computational resources. An important peculiarity of aer-
oacoustic problems consists in the necessity to perform non-stationary simula-
tion for long physical times to collect the sufficient statistics for describing the 
random processes. The difficulties in achieving the compromise between the 
accuracy of the results and the required resources make numerical solution vali-
dation one of the key problems in aeroacoustics. 

It is possible to distinguish three significantly different situations when at-
tempting solution validation that take place in aeroacoustics now. In the first, 
and most typical situation for validation problems in general, there is an aeroa-
coustic experiment, while the numerical situation is absent. Such problems are 
represented, for instance, by isolated vortex noise. If turbulence is considered as 
a combination of isolated vortex structures, this problem becomes basic for aer-
oacoustics of turbulence. The recent results of the role played by intermittency 
in the turbulence structure show that it is desirable to understand the noise gen-
eration in this way, avoiding traditional representations of the structure of 
small-scale turbulence. However, even the problem of isolated vortex noise 
(e.g., vortex ring) requires computational resources that exceed the available 
capabilities. The presently available numerical results cannot be considered as 
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satisfactory. It is possible to formulate a hierarchy of intermediate problems that 
should be resolved numerically before approaching the modeling of vortex 
noise itself. At different stages there exist analytical results, and only the final 
stage of validation requires comparison of the final solution with physical ex-
periment in an anechoic chamber. However, it would be desirable to validate 
not only the final solution, but also intermediate results obtained at preliminary 
steps for simplified model problems. That is, a counter problem arises, namely, 
to formulate and perform experiments that would enable validation not only of 
the final simulation of turbulence but also of the numerical modelling of the key 
mechanisms responsible for turbulization of an isolated vortex.  

In the second situation, on the contrary, there is a high-quality numerical 
simulation which is quite difficult to validate by the experiment due to high 
costs of the experiment, and for the case of Russia due to the absence of the 
required experimental base. This primarily concerns turbomachinery noise, in-
cluding aircraft propellers and helicopter rotors. The results obtained in large-
scale facilities such as DNW, CEPRA-19, QinetiQ, OS-5 are rarely focused on 
the validation problems, with the exception of dedicated projects (e.g., ESWIRP 
project). Beside the problem of validation of numerical methods, a new problem 
of validation of small-scale experiments by the results of large-scale tests may 
arise. This may in turn allow validation of numerical methods using the validat-
ed small-scale experiments. The situation becomes significantly more compli-
cated when one considers broadband rotor noise, when the main part of noise is 
related to turbulence characteristics of the flow around blades. 

The absence of the required experimental base also gives rise to difficul-
ties in validation of turbulent jet noise simulations in the cruise conditions, 
when the laboratory experiment cannot be performed at all. It can be hoped that 
the simulations validated by jet noise tests in an anechoic chamber (takeoff and 
landing conditions) will be able to predict jet noise in the cruise conditions as 
well. 

In the third situation, validation of numerical methods allows formulating 
new problems aimed at identification of noise generation mechanisms. In a 
sense, both directions, experimental and numerical, support each other and help 
formulating the next steps in each of them. Therefore, despite seemingly well-
developed methods of turbulent jet noise measurements, further development of 
the experimental techniques is required that aim at more accurate measurement 
of nearfield and farfield structures, including the jet excited conditions when it 
is possible to directly see in the experiment the objects responsible for noise 
generation. Numerical methods that use parallel computing and most signifi-
cantly developed in this field of aeroacoustics, in their turn should allow deter-
mining the structure of noise sources for validation of theoretical ideas, includ-
ing further development of correlation theories. 
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It can be expected that numerical simulation of this top-priority problem 
has reached the quality that is sufficient not only for engineering objectives, but 
also for obtaining the answer to many fundamental questions, including deter-
mination of the structure of noise radiating turbulence, determination of space-
time and correlation characteristic peculiarities of noise sources etc.  

Indeed, it can be attempted to validate many results by flight test meas-
urements; however, it implies that there are software adapted to the conditions 
of aircraft flyover when noise is coming from a combination of different 
sources. In this case, preliminary validation can use the measurements in differ-
ent frequency bands and directions that are known beforehand to be dominated 
by a specific type of noise sources. Use of multichannel methods and micro-
phone arrays enabling, with certain reservations, localization of different noise 
sources at aircraft flyover and obtaining quantitative information about each of 
them is even more promising. In this sense, the problem of validation for devel-
oped engineering software when it is required to predict the number with the 
accuracy of 1-3 dB may significantly differ from an accurate numerical simula-
tion tool for which validation is aimed rather not at quantitative comparison but 
at the correct prediction of physical mechanisms of noise generation. 

Therefore, validation peculiarities of numerical simulation in aeroacous-
tics are related to the fact that the processes under consideration are at the top 
limit of the state-of-the-art capabilities in experiment and computational re-
sources. Thus, it requires mutual coordination and support in problem formula-
tion and results interpretation between numerical and experimental approaches 
in aeroacoustic researches. 
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COMPUTATIONAL AEROACOUSTIC METHODS FOR 
INDUSTRIAL APPLICATIONS 
Philippe Lafon 
IMSIA UMR EDF-CNRS-CEA-ENSTA, Palaiseau, France, Philippe.lafon@edf.fr 
 

1. Introduction 

In a wide range of technical fields such as aircrafts, automotive engineer-
ing, trains, turbomachinery, power plants, turbulent flows generate noise [1]. 
Moreover, particularly in confined configurations, strong acoustic feedback 
mechanisms are often involved [2]. These non-linear interactions between the 
turbulent flow and the acoustic field produce undesirable high pressure levels 
that may cause structural excitation and fatigue. To numerically predict this 
kind of aeroacoustic oscillations, the calculation of both the unsteady flow and 
the associated sound must be performed in the same computation. This is re-
ferred as Direct Noise Computation (DNC) in the literature of Computational 
AeroAcoustics (CAA) [3]. For carrying out such computations, a numerical 
tool called Code_Safari has been developed. 

2. Computational methods 

The governing equations and the computational methods are extensively 
presented in [4]. The compressible Navier-Stokes are solved using high order 
finite difference schemes [5] on cartesian curvilinear grids. In order to be able 
to compute complex configurations, an overset capability [6] is available using 
the Overture library [7]. LES simulations are carried out following the ap-
proach presented in [8] that makes no use of subgrid scale model. A shock cap-
turing capability is available using the methodology presented in [9]. 

3. Application to self-induced transonic flow oscillations behind a sudden 
duct enlargement 

The flow oscillations downstream a sudden flow enlargement have been 
experimentally studied in reference [10]. It is a configuration typical of the 
phenomena occurring in high pressure valves on industrial loops. Depending on 
the ratio between the downstream pressure over the upstream pressure of the 
reservoirs, several regimes of flow oscillations can be highlighted. Numerical 
computations have been carried out and most of the physical features have been 
retrieved [11]. In Fig. 1, the numerical Schlieren fields are given for two differ-
ent pressure ratios: 0.15 for the top pictures and 0.3 for the bottom picture. In 
the top one, the downstream pressure is lower and the flow is mostly supersonic 
and nearly steady. In the bottom one, the flow is transonic and highly unsteady 
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as the plane shock appearing in the duct can be locked with the longitudinal 
acoustic mode of the duct and then become the source of strong oscillations. 

 
Fig. 1.  Numerical Schlieren fields for pressure ratio of 0.15 (top) and pressure 

ratio of 0.3 (bottom) 

(a)  

(b)  
Fig. 2. Spanwise velocity field associated with far-field fluctuating pressure (a); 
comparison of PSDs of computed and experimental far field pressure view (b) 
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4. Application to the noise radiated by a rod airfoil configuration 

The rod-airfoil configuration has become a classical benchmark for the 
modeling of broadband noise modeling [12]. This case has been simulated and 
detailed analysis is presented in [13]. Fig. 2 shows two results. The left pictures 
display a snapshot of the spanwise velocity field associated with a snapshot of 
the fluctuating pressure field that is radiated. The right picture displays a com-
parison of the computed PSD of the far field pressure compared to the experi-
mental one. The main peak is well retrieved but the low frequency domain is 
overestimated. 

 

 
Fig. 3.  Velocity magnitude field and overset grid boxes (top); swirl field 

around the car side mirror (bottom) 

5. Application to the noise radiated by car side mirror 

This application has been carried out with the collaboration of PSA 
Peugeot-Citroen (Dr F. van Herpe). This case involves a complex 3D geometry 
that implies extensive use of the overset approach for building the grids. Sur-
face and volume grids have been constructed on the CAD structure of the car 
side mirror and these grids have been immersed in grid boxes defining the 
whole computational domain. Fig. 3 displays the velocity magnitude field in all 
the computation domain and a zoom on the swirl field around the car side mir-
ror. 

The main objective of this computational study is to analyse the pressure 
fluctuation field on the plate supporting the car side mirror and to try to sepa-
rate in the pressure field the convective part and the acoustic part. This separa-
tion is essential in order to identify the different vibroacoustic transmission 
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mechanisms through the side glass of the car. So the pressure field has been 
analysed by taking the space Fourier transform in both directions. Fig. 4 dis-
plays some results that are obtained after such treatments. The two pictures 
present Kx-Ky diagrams for two frequencies. The acoustic “spot” is clearly 
visible around Kx = 0, Ky = 0. The convective (vertical) line is also clearly vis-
ible. As expected, the two contributions are more separated for the higher fre-
quency.  

 
Fig. 4.  Kx-Ky diagrams at 2 kHz (left) and 3 kHz (right) 

6. Outlooks 

Section 2 presented flow acoustics phenomena in the transonic flow re-
gime. But interactions between the flow field and the acoustic field can also 
happen in the subsonic flow regime and undesirable whistling problems can 
appear on industrial installations. For studying such situations, a collaboration 
with McMaster university has started [2] and a simplified configuration involv-
ing a cylindrical duct and a rectangular 3D cavity is being studied as displayed 
in Fig. 5. 

 
Fig. 5.  Different mode shapes present in the cylindrical duct and rectangular 

cavity configuration 
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In the next steps, aeroacoustic computations will be carried out for im-
proving the numerical capabilities of the code with new validation cases and for 
giving new insights to the physical analysis of the phenomena. The main objec-
tive is to put into evidence which modes are going to be excited by the flow. 

The moving grid capability is not parallelized at the moment. As a new 
parallel version of the Overture Library is available, next step should be to up-
grade its implementation in Code_Safari in order to take advantage of the new 
parallel features. 

New applications have led to the development of a new algorithm in the 
software. High order finite difference are very accurate and efficient methods 
for aeroacoustic computations but it is not easy to control the growth of spuri-
ous disturbances. Indeed such errors are quite unwanted when the positivity of 
variables are required, as in two phase flow computations. So, a new algorithm 
based on WENO finite difference schemes and Weigthed Compact Nonlinear 
Schemes (WCNS) has been implemented [15]. 

7. Conclusion 

A numerical tool for aeroacoustic simulations has been developed in or-
der to deal with configurations of industrial interest. In this paper, the computa-
tional methods that have been used are summarized and several applications 
illustrating aeroacoustic problems for different flow regimes are briefly pre-
sented. 
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In a duct of constant cross section, with an acoustic medium and boundary 

conditions independent of the axial position, the wave equation for time-
harmonic perturbations of an inviscid mean flow may be solved by means of a 
series expansion in a particular family of self-similar solutions, called 
modes [1]. 

   
Fig. 1.  Snap shot of a duct mode (front and side) 

They are related to the eigensolutions of the two-dimensional operator that 
results from the wave equation on a cross section of the duct. For the common 
situation of a uniform medium without flow, this operator is the well-known 
Laplace operator and the equation to be solved is the Helmholtz equation. For a 
(cross-wise) non-uniform medium, and in particular with mean flow (i.e. paral-
lel flow), the details become more complicated, but the concept of duct modes 
as self-similar solutions remains by and large the same. Although there is no 
generalization of the Laplace operator (at least, not directly; only in the form of 
a system of equations), there is a generalization of the Helmholtz equation in 
the form of an equation which has become known as the Pridmore-Brown 
equation [2]. This equation has been studied for almost 60 years, but little ana-
lytical results have been reported. We will consider some recent results and 
applications of sound in shear flow in general and Pridmore-Brown modes in 
particular. 

Modes are interesting mathematically because they form, in general, a 
complete basis by which any solution can be represented. Physically, modes are 
interesting because they are solutions in their own right - not just mathematical 
building blocks. Moreover, by their simple structure the usually complicated 



 28 

behavior of the total field is more easily understood. The concept of mode can 
be formulated rather generally. We have modes in ducts of arbitrary cross sec-
tion, with any boundary condition and medium, with or without mean flow, as 
long as medium and boundary condition are constant in axial direction. Howev-
er, to obtain insight and because it is technically relevant it is useful to simplify 
the geometry of the duct to a cylinder, and obtain modes of simpler shape. To 
set the various possible models in perspective, we will consider a hierarchy of 
equations from a very general mean flow to uniform and no mean flow [1].  

 
Fig. 2.  Pridmore-Brown mode in strong linear shear flow 

In its simplest form (no or uniform flow, uniform medium), modes satisfy 
certain orthogonality properties with explicitly available inner-products of inte-
gral type. This enables us to solve transition and reflection problems at geomet-
rical discontinuities by the technique of mode matching. For the more general 
Pridmore-Brown modes in non-uniform mean flow this is not possible anymore. 
There exist no analytically exact innerproducts between the modes and they are 
not orthogonal. There are, however, particular integrals (not exactly equal but 
close to innerproducts) which can be used very effectively instead [3]. 

 
Fig. 3.  Result of mode matching along a sectioned duct with shear flow 

In potential mean flow, a mass source does not produce vorticity; this is 
only possible for a force-like source. This is not the case for vortical mean flow. 
Both mass and force sources may produce trailing (i.e. convected) vorticity [4]. 
A Green’s function for example, with its source located in a region with mean 
shear, will include downstream vorticity which is absent if the source is located 
elsewhere. If the Green’s function is constructed from a series of Pridmore-
Brown modes[5], we will have to make sure to include the associated non-
acoustic vortical modes. These modes exist only near the wall (a.k.a surface 
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modes [6,7]). Under certain conditions these modes may constitute a convected 
instability [5]. 

 

 
Fig. 4.  Acoustic and vortical modes in (boundary layer) shear flow 

 
Fig. 5.  Vortical modes due to a mass source in a mean shear flow 

If these vortices, for example convected in the (sheared) boundary layer, 
pass a hard-soft transition of the wall, they generate in return sound[8]. 

Modes, being self-similar solutions that remain the same everywhere 
down the duct, exist strictly speaking only in exact parallel mean flow. Since 
this is only possible for inviscid flow, which is a modelling assumption, also 
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modes in mean flow have to be considered as a modelling assumption. It is 
therefore of interest to see if slowly varying Pridmore-Brown modes in a slowly 
varying medium can be formulated in the framework of the WKB technique. 
This is to a certain extent possible and we will give an example in 2D with line-
ar shear flow [9]. However, the beautiful result of an exact adiabatic invariant, 
available for potential mean flow, is not obtained. This is possibly due to the 
absence of a conserved acoustic energy in vortical flow. 

 
Fig. 6.  Slowly varying Pridmore-Brown mode 
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The talk is devoted to the numerical simulation of aerodynamic and 

acoustic characteristics of helicopter rotors in hover using higher-accuracy low-
er-cost algorithms on unstructured meshes. 

The helicopter rotor construction is being constantly developed and inevi-
tably complicated. It is connected with the permanent necessity to optimize the 
shapes in order to improve aerodynamic characteristics of rotors and also to 
reduce acoustic noise produced by rotor blades. In this situation mathematical 
modeling and numerical simulation become one of the efficient tools since it 
allows easily change the rotor geometry and flight regimes and to perform serial 
predictions needed for the optimization and production.  

The rotor blade shapes are composed of basic varying elements such as 
tips, twists and constitutive airfoils. To handle complicated changeable geome-
try of a blade numerically, an efficient way is to use unstructured meshes. To 
carry out the corresponding computations for reasonable time, high accuracy 
numerical schemes and efficient parallel algorithms for multi-CPU computer 
systems are needed.  

In the talk we present a numerical technique for predicting rotor aerody-
namics and acoustics. The numerical algorithm is generally applicable to all the 
family of models based on the Euler equations within DNS, RANS, LES and 
hybrid RANS-LES approaches for simulating compressible turbulent flows. 
However in the predictions considered here we use the Euler and Navier-Stokes 
equations taken in non-inertial reference framework. 

A feature of the numerical technique presented is the usage of vertex-
centered EBR scheme [1,2] for unstructured meshes which provides accuracy 
higher than most second order schemes in terms of error values and takes lower 
computational costs in comparison with very high order algorithms. The higher 
accuracy of the scheme is provided due to the edge-based reconstruction of var-
iables involved in the calculation of fluxes arbitrary unstructured meshes. As a 
result, when operating on uniform grid-like meshes the scheme possess the ac-
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curacy of the 5th order. For the time advancing we use the second order implicit 
scheme with BiGSStab method for solving linear algebraic equations. For the 
acoustic properties prediction in the far field the Ffowcs Williams-Hawkings [3] 
approach was used. The numerical techniques are implemented in the in-house 
code NOISEtte++ [4] for solving aerodynamics and aeroacoustics problems on 
unstructured meshes. The hybrid MPI-OpenMP parallel model of NOISEtte++ 
allows its efficient performance on tens thousands of CPU-cores. 

We demonstrate an efficiency of the numerical tools on solving two mod-
el problems on rotor aerodynamics in hover: configuration "shrouded rotor" 
(Fig. 1) aerodynamics prediction and main rotor (Fig. 2) aerodynamic and 
acoustic characteristics prediction. 

  
Fig. 1.  Configuration “rotor in ring” (problem 1) with problem geometry (left) 
and the results on rotor polar curve: 1 – physical experiment, 2 – computation 

The first problem considers the configuration “rotor in a ring”. The rotor 
installed in toroidal channel (“ring”) consists of four blades located in the same 
disc plane and a central body. The blades are based on one airfoil with the liner 
twist of -9o. We consider the case of the same pitch angle for all the blades. The 
problem configuration is shown in Fig. 1, left. 

For the rotational speed 1166 rpm which corresponds to the linear tip 
speed of the blade 73.3 m/s we present the results for different pitch angles. The 
evaluated integral aerodynamic characteristics as trust, torsion and their coeffi-
cients are in a good agreement with the corresponding experimental data. In 
Fig. 1, right, we show the polar curve. 

In the second problem we simulate the flow generated by the model main 
rotor. The rotor consists of four blades of complicated configuration based on 
five different airfoils. The blade geometry includes piecewise linear twist and 
swept tip. The problem configuration with the cross-section of tetrahedral mesh 
in use is shown in Fig. 2. The aerodynamics and acoustic properties are evaluat-
ed for the rotational speed 668 rpm which corresponds to the linear tip speed of 
the blade 136.6 m/s for set of blade pitch angle values. The evaluated integral 
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aerodynamic characteristics and their coefficients are in a good agreement with 
the corresponding experimental data (Fig. 2, left). 

  
Fig. 2.  Configuration “main rotor” (problem 2) with the mesh cross-section 

(left) and the torque coefficient against blade pitch angle (right) 
The work is supported by the Russian Ministry of Science and Education 

(Project RFMEFI60414X0092). 
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High accuracy of the numerical method is an mandatory property when 

solving aeroacoustic problems. On structured meshes finite-difference methods 
present an effective solution. They allow to reach a high order of accuracy at 
the cost of rather small computational efforts. For problems with discontinuities 
the finite-difference WENO scheme is developed. On unstructured meshes the 
schemes of very high order (3rd and higher), such as Discontinuous Galerkin 
method and polynomial-based finite volume (k-exact) schemes are still very 
expensive. When solving the problems with discontinuities by these schemes, 
the usage of monotonizers strongly degrades the accuracy so that their ad-
vantage becomes not big, to compensate the costs. This fact inspires to look for 
alternative methods which produce the results of higher accuracy. 

Among such alternative methods there is a family of vertex-centered 
schemes with edge-based reconstruction of flux variables. The initial step in 
their development consisted in providing the P1-Galerkin method with addi-
tional numerical dissipation. The resulting scheme is known as the linear 
scheme of T. Barth [1]. The EBR (Edge-Based Reconstruction) schemes [2]-[3] 
also belong of this family. The EBR schemes are of the second order of accura-
cy on unstructured meshes, however on uniform grid-like meshes they trans-
form to the finite-difference schemes of very high (from 3rd to 6th) order. This 
property of being of very high order on uniform grid-like meshes provides sig-
nificantly smaller values of numerical error on arbitrary unstructured meshes. 

Another example of edge-based schemes was proposed in 2011. It is the 
Flux Correction method (FC) [4][5] which is of the third order on unstructured 
meshes for steady problems. At the same time, on unsteady cases the FC 
scheme either loses the conservation property and becomes very costly, to keep 
the third order, or degrades to the second order of accuracy. 

We have developed a new modification of the FC method for solving un-
steady problems and named it Unsteady Flux Correction scheme, UFC [6]. The 
UFC scheme is conservative and does not deteriorate steady solutions as com-
pared to the FC method. In addition, it offers a property to evolve into the high-
order (3rd-4th order) scheme on uniform grid-like meshes. For a better compari-
son, the properties of the edge-based schemes, including the new UFC method, 
are represented in Table 1.  
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Property \ Scheme 
Linear 

scheme [1], 
EB scheme 

[9] 

EBR[2], 
SEBR [3], 

LV6, 
NLV6 [7] 

  UFC 
[6] 

    FC, with unsteady term 
approximation: 

  pointwise   Nishikawa [8], 
Pincock [5] 

Conservation + + + + – 

1-exactness + + + + + 

3rd order on uniform 
grid-like meshes – + + – + 

3rd order  
on arbitrary meshes  
for steady problems 

– – + + + 

3rd order  
on arbitrary meshes  

  for unsteady problems 
– – – – + 

 Low price in 
   comparison with very 

high order schemes 
+ + + + – 

Table 1.  Comparison of edge-based schemes 
As it is in the case of EBR schemes, the 3rd order of the UFC scheme on 

uniform grid-like meshes significantly improves the accuracy in terms of error 
values on arbitrary unstructured meshes. This property will be demonstrated on 
several linear test problems with analytical solutions. The UFC scheme will be 
also compared with some other schemes based on edge-oriented reconstruction 
of variables. 

The study is supported by the Russian Foundation of Basic Research. The 
UFC scheme is being developed within Project 16-31-60072-mol-a-dk. The 
simulations using the EBR schemes have been carried out in the frames of 
Project 15-01-07911-a. 
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The spectrum noise and vibration from the vibration impact of the power 
plant of new generation aircraft in connection with the transition on the engines 
high and extra high bypass ratio has changed significantly. 

The main change is associated with a shift to lower frequencies caused by 
the decrease of the fan shaft speed engines high bypass. 

Besides that, the experience of determining dynamic compliance engine 
housing (in the place of installation of attachment points) showed a significant 
change in dynamic compliance housing with increasing degree of bypass ratio 
engines (Fig. 1) [1]. 

 
Fig. 1.  Dynamic compliance module housing front mounting belt engine (for 

engines varying degrees bypass ratio - m) 
Due to the marked, to assess the expected noise and vibrations in the 

cockpit and cabin of the new generation of aircraft is very important to apply 
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the method of impedances in the study of oscillations of a multi-coupling sys-
tem "engine-mounting-airframe". 

      A necessary part of this study is to identify impedances (dynamic 
compliance) housings engines and airframe places supporting bonds (attach-
ment points) and the transfer functions of the engine mounting points to the 
places of noise and vibration control. 

     An example of the transfer function of the structure of the main plane 
of the engine mounting place to the crew cabin is shown in Fig. 2 [1]. 

    
Fig. 2.  The transfer function of the structure of main plane of one of the engine 

mounting points to the cockpit 
Rotor frequency of cruise mode for three variants of engine applications 

to assess the expected structural noise from vibration impact of these engines 
are marked in the graph. 

The report discusses the different approaches to the definition of these 
characteristics. 

Application of Transfer Functions lead to development of Transfer path 
analysis (TPA) method, which suppose the creation of  TPA model, where the 
system is divided  into an active part , which include sources (for example, 
sources)  and passive part (the airplane airframe with salon), where responses 
are measured. Loads are applied in the points of interface of active and passive 
parts (For example, in the points of engines mounts), and Transfer Functions 
(Frequency Response Functions –FRF) characterize the transfer paths from the 
loads (for example, vibration and noise) to receiver and presented the base 
characteristic of the system. Individual contribution of each transfer path to the 
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total response can be calculated by multiplying the loads by corresponding 
transfer functions. 

The procedure of testing to built a conventional TPA model (load –
response relationship based) need to determine operational loads and estimates 
the Frequency Response Functions under excitation usually in the laboratory 
conditions. 

Application of TPA in simulation allow to execute “contribution analysis” 
during numerical simulation.  

Measurement  of the Transfer functions  (FRF) for structural paths are ex-
ecuted  by direct measurements or by reciprocal measurements using multi-
channel data acquisition systems with impact excitation by instrumented ham-
mer or by the shaker (using random or burst random excitation, stepped sine  
and other excitation techniques) . For noise transfer paths the method of acous-
tic excitation using calibrated Volume Velocity Sources is  applied.  The  sepa-
ration of the sources (engine) and the structure (airframe) to the separate sub-
systems  for elimination of decoupling is used  for  precise measurements the 
noise transfer  paths. 

Method of reciprocity (сhanging of source and receiver -excitation in the 
target points and measuring responses in the interface points) is based on keep-
ing reciprocity for the most types of aircraft constructions. The method is espe-
cially effective for a limited access to some sources. 

Today, there is a big demand for the methods of improving TPA to make 
it simpler and faster. For example, Operational Path Analysis—OPA, based on 
operational data use "response - response" relationship (vibrational responses in 
the points of loads application, measured by accelerometers, installed on the 
mounts;  sound pressure near vibrating surfaces in the target points in the sa-
loon). The method applies well with uncorrelated sources, time efficient, but 
has limitations connected with absence of information about physical loads, 
reflection all transfer paths contribution, separation of each causes big difficul-
ties (for example, for airplane power plant, including several engines). 

The task of Transfer Path analysis is to determine as structural as air paths 
from sources of excitation to the receivers, to provide a quantitative estimation 
of different sources contribution.  

The work shows the example of conventional TPA, which provide reliable 
estimation of contribution, for example, vibrational influence of the new gen-
eration of engines (with new wide frequency content spectrum) on the vi-
broacoustical condition in the saloon of  passenger aircraft. 
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This paper presents results of experimental results performed in the acous-

tic facility in KNRTU-KAI (Kazan, Russia), which is a a modified low-speed 
closed-circuit opened test-section wind tunnel. An acoustic chamber was built 
around the test section for acoustic measurements. Schematic of the wind tunnel 
with the acoustic chamber shown in Fig. 1. 

 
Fig. 1.  Schematic of the modified wind tunnel 
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The acoustic chamber has retractable walls (see Fig. 1), which can be lift-
ed or lowered. The retractable walls consist of Helmholtz`s resonators for ab-
sorbing acoustic pressure in low frequencies, and pyramid shape melamine 
foam material for absorbing acoustic noise of higher frequencies. Helmholtz 
resonators configuration was calculated in the design phase to satisfy measure-
ment requirements for experiments in the tunnel. 

The modification of the test section allows carrying out acoustic and aero-
dynamic experiments.  Due to design constraints, Helmholtz resonators were 
placed only on walls and roof of the chamber. 

In this work, helicopter`s isolated main rotor was investigated. To perform 
aforementioned tests, rotor rig of the T-1K wind tunnel was used. Its schematic 
is shown in Fig. 2. 

 
Fig. 2. Rotor rig used in the T-1K wind tunnel. Dimensions are millimeters 

Rotor rig in Fig. 2 had the following specifications: up to 2500 rpm, col-
lective pitch can vary from  -15° to +15°, cyclic pitch can be applied, rotor`s 
angle of attack can vary from -30° to +30°. In this work, the rotor rig had angu-
lar speed of 900 rpm, collective pitch diapason took values from -2° to +8°, 
with a step of 2°, rotor`s angle of attack was set to 0°. All tests were performed 
in hover mode, i.e. free stream speed was equal to zero.  

Proprietary measurement system has been used for acoustic measure-
ments. The measurement system consisted of DBX RTA-M microphones, based 
on Panasonic WM-61A cartridges. Acquired signal was amplified by own-
designed device and read by NI-PXI 4496 ADC card. This design allowed per-



 43 

forming measurements with up to 204 kS/s sampling rate with 24-bit analog-to-
digital conversion.  

For the described experiments, 9 out of 64 channels were used. Micro-
phones were placed as shown in Fig. 3. A number of tests were performed using 
a linear array of microphones at relative distances from 1.2r to 2.1r from the 
axis of rotation of the rotor; the rotor had radius r = 820mm. 

 
Fig. 3. Microphone positioning during the tests 

Results of the tests are shown on Fig 4. Also this figure presents compari-
sons between experimental signal with CFD results (in temporal domain) for 
microphone at the plane of rotation. Numerical simulation of the flow around 
the rotor model for hover mode is based on RANS simulation with the k-ω tur-
bulence model and was carried out in HMB CFD-code. The flow around isolat-
ed rotor in hover mode has periodical structure. On this reason computational 
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domain was constructed only for one blade (Fig. 5). The multiblock hexa-grid 
grid was created in ICEM CFD tool and contains about 4.4 ⋅106 cells. 

Pressure field around the rotor model was analyzed using Tecplot 360 
tool. The near field sound generation at considered point is determined as fluc-
tuations of static pressure due to the rotor rotation. 

 
Fig. 4. Comparison of experimental results (1 to 5) with CFD results (red line) 

 
Fig. 5. Computational grid for one blade of rotor 
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Cavity flows are encountered in many aerospace applications. For military 

applications, the opening of the weapon bay has to emit as less noise as possible 
to maintain the aircraft stealth. The acoustics of the cavity is due to two contri-
butions: broadband noise and narrow band tones. The tones called Rossiter 
modes [1] are caused by a feedback loop. The shear layer develops, and cross-
ing the bay, impacts the aft wall producing acoustic waves. The reflected acous-
tic waves interact with the shear layer. Lawson [2,3] used CFD to show that 
tones and noise propagation depend on the geometry of the cavity, on the pres-
ence of doors and on the inflow conditions. The effect of the doors had been 
assessed for open position, and one door opening configurations showing a 
modification of the dominant tones and of the acoustic feedback mechanism 
that contributes to the overall noise [4]. However, the transient positions are yet 
not been investigated in the literature. 

   
Fig. 1.  Schematic view of the vented cavity with store. The red dots correspond 

to the moment axis 
The effect of the door angle on the emitted noise is investigated numeri-

cally, using the k-ω Scale Adaptative Simulation (SAS) model validated for 
cavity flows with and without doors [5]. The flow over a square cavity of ratio 
L/D=7 at a Mach number of 0.85 is considered (Fig. 1). The doors are modelled 
as two solid flat plates with a thickness of 0.3% of the cavity depth. The simula-
tion used a fix-finned store of 3,23m length placed at a carriage position inside 
the cavity. Having 5 points by waves, the mesh can resolve frequencies up to 
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4600Hz in the cavity and of 1000Hz at two cavity depths from the shear layer. 
This is deemed sufficient to resolve all the Rossiter modes. 

 
Fig. 2.  OASPL(dB) at the cavity center plane for fix position.  Comparison 

between clean and carriage case at 20 and 110 degrees 

20deg Carriage 

Clean 20deg 

45deg 

90deg 

110deg 

110deg 

Carriage 

Clean 
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The doors are held at fixed positions of 20, 45, 90 and 110 degrees. Fig. 2 
shows the contours of Overall Sound Pressure Level (OASPL) at the center 
plane of the cavity. The noise level is plotted at the ceiling, at the shear layer, 
and at one and two cavity depths from the shear layer (Fig. 3). 

 
Fig. 3.  OASPL level variation with the distance from the ceiling 

The noise results show that the feedback loop is not established for the 
case with doors at 20 degrees and the noise inside the cavity and at the shear 
layer is lower than for larger door angles. This should be an effect of the doors 
that limits the space for the shear layer to move and to develop tones in the 
cavity. Consequently, the noise outside of the cavity is also lower than for the 
other cases. 

The case at 45 degrees shows a similar noise field at the shear layer com-
pared to the cases at 90 and 110 degrees showing its full establishment. Howev-
er, inside the cavity, the doors at 45 degrees decrease the noise up to 5dB than 
for larger opening, showing that the feedback loop is yet limited in this configu-
ration. The cases at 90 and 110 degrees show fairly identical results with the 
feedback loop fully established. 

Ceiling 
Shear layer 

1 cavity depth 2 cavity depths 
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The store had little influence on the noise field at carriage position. The 
diameter of the store represents 15% of the cavity width, this does not change 
the topology of the flow and the tones [6].  

 
Fig. 4.  Iso-surface to compute the noise directivity 

The propagation of the noise is computed with the directivity. The source 
of the noise is considered to be the shear layer. The directivity is computed on a 
surface two cavity depths away from the shear layer equivalent to 1m (Fig. 4). 
The directivity factor Q is given by the ratio of the local noise intensity I and 
the mean noise intensity Iav of the iso-surface. Then the directivity is given by 

DI = 10 log10(Q)   with  Q = I/Iav 
Figure 5 shows the noise directivity along the center line and on the trans-

versal plane at X/L=0.85 of the cavity for the cases with the store at carriage. 
The cases with doors at 90 and 110 degrees show similar noise directivity that 
could be explained by a similar distribution of the noise sources in the cavity. 

The doors at 45 degrees show a lower directivity in the second half of the 
cavity and in the vertical direction. This noise intensity decrease is related to the 
partially established feedback loop that emits less noise from the rear of the 
cavity (Fig. 6). The noise at the rear of the cavity originates from the impact of 
the shear layer on the rear wall. This noise is stronger if the shear layer has the 
space to oscillate and to hit the wall with a large depth of penetration. On the 
velocity dilatation animation, the noise is seen to travel upstream from the aft 
wall with an angle of 45 degrees with respect to the cavity ceiling. It is this 
source of noise that creates the bump on the directivity plot on the second half 
of the cavity (Fig. 5). 

The doors at 20 degrees have a lower directivity above the cavity than the 
other cases because of the partial establishment of the feedback-loop so that the 
most important directivity is seen at the wake after the cavity. 

The noise coming from the shear layer is fully established from a door an-
gle of 45 degrees and is produced by the turbulence inside the shear layer. The 
noise due to the feedback loop is fully established from a door angle of 90 de-
grees and is produced by the interaction of the shear layer with the upstream 
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acoustic waves coming from the rear wall. This noise is fully established if the 
shear layer has the space to oscillate in the vertical direction to reach a large 
depth of penetration.  

 
Fig. 5.  Noise directivity 1 meter away from the shear layer at the centerline and 

at X/L=0.85. The computing surface is deformed along its normal 

 
Fig. 6.  Velocity dilatation on the middle plane of the cavity for door angle of 

110 degrees. The red arrow shows the travel direction of the waves 
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The full paper assesses the effect of the door dynamics on the noise emis-
sion and propagation. 
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Experiment based on the MLS technique is very useful in architectural 

acoustics [1, 2]. The experiment is performed as follows. The investigated area 
is explored with a quasi-noise signal, whose autocorrelation function is close to 
a delta function. After a correlation-based data processing one obtains an im-
pulse response of the area for given positions of source and receiver. 

MLS experiment can be useful in aeroacoustics because it allows direct 
observation of fields diffracted by obstacles having complex shape. For exam-
ple, sometimes it is necessary to measure the coefficient o shielding of the en-
gine and flow noise by an airfoil. This can be done using the MLS technique.  

Besides, authors are not aware of any MLS experiments in presence of an 
air flow. The current work is aimed to field this gap and to find a pulse response 
corresponding to the acoustical path in presence of turbulent and laminar flows. 

 
Fig. 1. Experimental setup 

The experimental setup is shown in Fig. 1. Three acoustical paths have 
been explored. Two of them were perpendicular to the flow and the third one 
crossed it tangentially. The third path allows one to study the longitudinal Dop-
pler effect and first two allows to study the transversal Doppler effect. The ve-
locity of the flow were taken as 0, 20, 40, 60, 80 m/s. The amount of noise was 
significant at all nonzero velocities, but a considerable measurement time made 
us possible to recover pulse responses. 

Typical results of the experiment are shown in Fig. 2. It is obvious that the 
flow perpendicular to the acoustical path (bottom) does not affect the signal and 
longitudinal part of the flow (top) causes drift and focusing.  
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Fig. 2. Impulse responses for path 3 (top) and paths 1 and 2 (bottom) 
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Azimuthal mode measurements are quite common in aeroacoustics and 

are performed for sound fields both inside ducts [1, 2] and in the free space 
[3, 4]. For these measurements, rotating rakes or circular stationary microphone 
arrays are primarily used. However, there are practical situations where the az-
imuthal modes have to be measured in the conditions that prevent locating mi-
crophones in a range of azimuthal angles. Therefore, the present work addresses 
the problem of the feasibility of azimuthal mode determination with a micro-
phone array, which comprises microphones located in a limited angular range 
instead of the full circle (360o). 

Azimuthal modes were determined from the measurements performed 
with a sparse circular microphone array installed inside the intake duct of a tur-
bofan engine. The experiments were performed in the laboratory conditions in 
the anechoic chamber of Perm National Research Polytechnic University 
(Fig. 1) with azimuthal modes generated by a number of loudspeakers, and dur-
ing static engine tests on the ground rig. 

 
Fig. 1. A photo of the intake installed in the anechoic chamber of PNRPU (left) 

and a photo of microphone array in the duct (right) 

The microphone array comprised 100 microphones located along the full 
circle, with their positions being optimized for increasing the dynamic range of 
the array [2]. To check the feasibility of the correct determination of azimuthal 
modes with an array that consists of microphones in a limited angular range, a 
limited number of microphones from the array were used in post-processing of 
the data. The results obtained with this limited microphone arrays were com-
pared with the results of the full 100-microphone array. 
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As expected, the arrays with limited angular range of microphone posi-
tions have smaller dynamic range and therefore their measurements of azimuth-
al mode amplitudes tend to be contaminated by spurious contributions from the 
other modes. Nevertheless, the limited arrays still allow correctly determining 
the dominant mode order, provided their angular range is not too small. It could 
be envisaged that increase of the number of microphones in a limited array 
would compensate for the decrease in the dynamic range due to angular position 
limitations. However, the study demonstrates that such an increase in micro-
phone number does not significant improve the azimuthal mode amplitude 
measurements and may even deteriorate the results. It seems to suggest that 
there is the optimal number of microphones for a limited array, which depends 
upon its angular range and the number of modes to be measured.  

It should be noted that the positions of the microphones in the limited ar-
rays were not optimized from the viewpoint of their dynamic range; instead, 
available microphones from the full array were used. It can be expected that 
optimization of microphone positions in the limited angular range will some-
what increase the dynamic range of the arrays and will lead to better compari-
son of the mode amplitudes. 

Although the study was performed for induct modes, the results are appli-
cable to azimuthal measurements in the free space as well. 

The work has been performed with the financial support of the Russian 
Foundation for Basic Research under grant RFBR 16-41-590250 p_a. 
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One of the important tasks of jet calculating is the definition of jet noise 

and the influence of various factors on noise. Large eddy simulation (LES) is 
one of tools which can give detail picture of flow. However, at present, it is 
estimated [1], the simulation of jet flow with flow in the nozzle with help LES 
method require about 40×109 computational cells. The using various combined 
simulation methods (example high resolution RANS/ILES-method [2]) reduces 
these requirements and provides a good agreement with experiments [2-4] for 
the jet calculations with high Re number. Comparisons of calculations with ex-
perimental data by flow characteristics and jet noise was carried out in [2-4]. 
The good agreement with jet nose in far field suggests the possibility of a cor-
rect description of noise generation mechanisms in these calculations. The pur-
pose of this work to describe the formation of noise sources in the subsonic jet 
based on data obtained from jet calculation using RANS/ILES-method [2].  

The object of study is the cold subsonic jet from the conical SMC000 [5] 
nozzle previously calculated in [4]. The parameters correspond to the Mach 
number of 0.985 at the nozzle exit and the acoustic Mach is equal 0.9. The noz-
zle pressure ratio (NPR) is 1.86. The total temperature at the nozzle inlet is 
300K and equal temperature of ambient air. The Re number by parameters at 
nozzle exit is equal 1.2×106. The mesh contains 3.1×106 cells. The time step is 
1×10-4 s. Fig. 1 shows the comparison of calculated jet noise and experimental 
data. The distance of microphones is R/D=50 (D=2 m - diameter of the nozzle 
exit). The noise calculation was carried out by FWH method in combination 
with forward time stepping technology [6] and with averaging by out cups [7]. 

 
Fig. 1. Overall sound pressure level of jet (left picture) and one-third octave 

spectrum of jet noise for microphones at 30° and 90° 

In calculation result fields of pressure and velocity vector in the longitudi-
nal plane of the jet flow were saved for approximately 5000 time steps. An 
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analysis of the calculation results showed that there are zones of high pressure 
and low pressure relative to the environment pressure in mixing layer at instan-
taneous fields (Fig. 2a). Their size increases with the distance from the nozzle 
exit. While on average, there is only underpressure in the mixing layer 
(Fig. 2b). 

(a) 

(b) 
Fig. 2. Pressure field in the longitudinal plane 

(a) instantaneous field (b) average field 

The study of noise source location was conducted with the help of phase 
analysis. There are references to this type of analysis, but with obtain a station-
ary phase distribution. For example, in [8] this analysis was used to describe the 
feedback loop while generating discrete tone in a supersonic jet impingement 
on a perpendicular wall. In this paper, a study of changes over time of noise 
emission phase at different frequencies was carried out. To conduct this analysis 
at each point of a longitudinal section for each time step it was performed a fast 
Fourier transform of static pressure for interval of the 1024 time steps. The re-
sult of this analysis for frequency 156.25Hz (Sh≈1) is shown in Fig. 3. This 
figure shows that the position of noise emission correspond longitudinal coordi-
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nate X/D≈1.8. Similar calculations were made for the vertical velocity fields 
and other radiation frequency. 

 

 

 
Fig. 3. Fields of phase for radiation frequency 156.25Hz (St≈1) with time step 

≈0.0024 second 

This work was supported by RFBR (grant number 14-01-00325_a). 
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The wind tunnel (WT) is a main tool to obtain high-quality experimental 

data. It has the elements that significantly influence on the test results, for ex-
ample, supporting devices, duct before the model, deflectable walls of test sec-
tion, pre-chamber, nozzle, etc. Neglecting these devices leads to the fact that 
comparison of the numerical and experimental data gives incorrect results. In 
practice, WT of various types are applied. In each case, an approach that takes 
into account the specific features of the experimental equipment and experi-
mental methodologies for this equipment [1] is necessary. The main attention is 
attended to transonic WT of T-128 type with perforated walls and to subsonic 
WT of T-104 type of with an opened test section. 

It is known that the computational codes, which realize the 3D approach-
es, work at full capacity of available computers [2]. It results in the fact that, as 
a rule, the numerical methodology is closely connected with the capabilities of 
the computer system for maximal optimization of its resources. Now there are 
modern clusters with hundreds or thousands of processors. An essential factor is 
the multiple reduction of such system cost. It permits to organize the validation 
of computational methodologies at a fundamentally new level. 

This report presents estimations that characterize the demands of various 
firms-developers for aviation equipment to the accuracy of experimental and 
calculated data. The influence of various factors on the error values is dis-
cussed. In particular, it is shown that even such "inessential" phenomena as 
changes of strain-gauge balance temperature or neglecting the height of mount-
ing the gauges for measuring the flow parameters in the WT test section can 
lead to significant errors that influence on the results of the numerical method 
validation. 

The problem of differences between the experimental data obtained in dif-
ferent WT is discussed. For example, the numerical methodology based on cor-
rected comparison with the experiment results is developed in order to eliminate 
different errors. The main attention is paid on a problem of Reynolds number 
simulation in the tests of small size models. Negative consequences of exces-
sive growth of pressure in WT pre-chamber because of changing the air ther-
modynamic properties are demonstrated. 
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The data showing that, in many cases, there are errors, which can not be 
taken into account when during the experimental result processing, are present-
ed. In particular, the model tail sting and a cavity between the "core" and the 
model are considered. It is shown that this cavity under certain conditions re-
sults in errors that are comparable with the order of the studied variables. 

The results of [3] are discussed and the thesis is shown that the difference 
between the numerical and experimental data, which is noted in this work, is 
resulted not from the physical aspects of the problem but due to implementation 
the experimental data at stall regime, which have been obtained in WT with 
solid walls. 

Examples of experimental data application for turbulence model adjust-
ment are presented. They permit to extend the scope of computational ap-
proaches in the zones of separated flow. It is shown how the sensor inertia in-
fluences on the accuracy of non-stationary parameters determination. The appli-
cation of devices with a narrow range (vacuum-gauge, for example) for meas-
urements in selected zones to increase the accuracy and quality of theory-
experiment comparison is substantiated. 

The procedure of evaluating the accuracy of calculation methods proposed 
by Cassidian is described. Approaches to determine the effectiveness of numer-
ical codes with different architecture computers are discussed. The definitions 
of "confidence interval" and "effective performance" are given. The examples 
of calculation are discussed. 

The work was supported by Russian Ministry of Education and Science 
within the Federal Target Program “Studies and Designs on Priority Directions 
of the Russian Science-Technology Complex Development in 2014-2020”. 
Agreement No. 14.628.21.0005, 18 November 2015. 
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The paper provides a brief description developed in TsAGI code based on 

the Discontinuous Galerkin method with high order of accuracy basis functions. 
Reconstruction of the functions carried out for the conservative variables. This 
makes it possible to simplify the formulation of the scheme for unsteady flows. 
Gradients of parameters to calculate the diffusion fluxes are calculated using the 
method of Bassi-Rebay-2 [1]. Scheme requires precise integration of cell vol-
ume and surface. For this purpose, Gauss quadrature rules are used, that are 
written for the standard cube. Coordinate transformations are done by serendipi-
ty elements. For K=2 and K=3, calculations are performed taking into account 
the curvature of the surface. Number of quadrature points at the cell and on the 
face are shown in the table. 

 
N DG, K=0 DG, K=1 DG, K=2 DG, K=3 
NV 1 25 38 62 
NS 1 4 10 18 

6 NS+NV 7 49 98 170 
 

A comparison with the finite volume method is performed. We consider 
the methods of Godunov, linear reconstruction, WENO with linear weights. For 
the integration parameters on the face uses alone quadrature point. Reconstruc-
tion of the functions carried out for the nonconservative variables.  

Testing of the developed method was carried out on the calculations of the 
set of tests, that are used to determine the order of accuracy of the schemes. The 
first test is subsonic flow around a circular cylinder in an ideal gas. The calcula-
tions were performed on a series of nested grids dimension from 16 x 4 up to 
128 x 32 cells. The first size determines the number of cells along the cylinder, 
the second - along the radius. Radius of cylinder r0 =0.5, border radius rJ =20. 
Radius of grid lines selected so that the cells near the cylinder should have the 
same size in all directions. On the surface of the cylinder and at planes perpen-
dicular to the cylinder sets a symmetry boundary condition. On the outer 
boundary, parameters of the far field are used. Calculations were carried out at 
the next set of parameters of gas: pinf = 100000Pa, Tinf = 293K, uinf = 50m/s 
(M ~ 0.15). 

The order of accuracy for different schemes was estimated by calculating 
the entropy error, which is defined as eentropy = S/Sinf - 1. Calculation results are 

mailto:sergey.mikhaylov@tsagi.ru
mailto:sergey.mikhaylov@tsagi.ru
mailto:sergey.mikhaylov@tsagi.ru
mailto:sergey.mikhaylov@tsagi.ru
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presented below as the dependence on the entropy errors of L2 norm from 
NDOF (product of mesh size to the number of basis functions). In the case of 
finite volume method, NDOF coincides with the number of cells. It is evident 
that the order of accuracy of the method of finite volume does not exceed 2. DG 
demonstrates a predictable O(hk+1) order of convergence of a smooth solution. 

   
Fig. 1.   

Other tests to determine the accuracy of numerical schemes are: 2D evolu-
tion of isentropic vortex, 3D convection of the disturbance of pressure in the 
form of Gaussian "hats", the decay of the Taylor-Green vortex. 

This work was supported by the Ministry of Education and Science of the 
Russian Federation (grant from the November 18, 2015 №14.628.21.005). 
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The ability to simulate aerodynamic flows using CFD methods has pro-

gressed rapidly over the last decades and has given rise to a change in design 
processes in aeronautics already. But more improvement is necessary to over-
come the (still) existing lack in confidence in CFD usage, based on turbulence 
modelling. The TILDA project will offer methods combining advanced and 
efficient high-order numerical schemes (HOMs) with innovative approaches for 
LES and DNS in order to solve all relevant flow features on tens of thousands 
of processors in order to get close to a full LES/DNS solution for 1 billion 
DOF’s not exceeding turn-around times of a few days.  

The TILDA project will provide both an improved physical knowledge 
and more accurate predictions of non-linear, unsteady flows which will directly 
contribute to an enhanced reliability. The main highly innovative objectives, 
targeting at industrial needs read:  
• Advance methods to accelerate HOM for unsteady turbulence simulations on 

unstructured grids.  
• Advance methods to accelerate LES and future DNS methodology by multi-

level, adaptive, fractal and similar approaches on unstructured grids. 
• Use existent large scale HPC networks to enable industrial applications of 

LES/DNS close(r) to daily practice. Compact high-order methods offer a 
very high ratio between computational work per DOF combined to a low da-
ta dependency stencil, making these methods extremely well adapted for 
shared-memory parallel processors. 

• Provide grid generation methods for HOM on unstructured grids with em-
phasis on valid curvilinear meshes for complex geometries. 

• Provide suitable I/O and interactive co- and post-processing tools for large 
datasets. 

• Demonstration of multi-disciplinary capabilities of HOM for LES in the area 
of aeroacoustics. 

The presentation will address some notable results after one year of the 
project. 

mailto:charles.hirsch@numeca.be
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Nowadays computational experiment has become one of the approaches 

for solving both fundamental and applied problems related to complex turbulent 
flows. It happens owing to the gradual development of supercomputers, mathe-
matical models and numerical methods. Therewith the scale resolving ap-
proaches (DNS, LES of hybrid RANS-LES) have been developed well enough, 
to provide correct predictions of turbulent flows and associated acoustical 
fields. In contrast with the RANS methods, they allow to obtain unsteady char-
acteristics like turbulent and acoustic pulsations which are of crucial importance 
for revealing the flow physics and evaluating the technical parameters needed 
for engineering.  

Besides the traditional ways of numerical data processing and visualiza-
tion, an interesting information can be provided by spectral and correlation 
analysis. This type of analyses is implementable since, unlike full-scale physical 
experiments, the numerical simulation has practically no limitations in spatial 
and temporal resolution of unsteady output data.  

At another point, the development of efficient numerical methods on un-
structured meshes and modern computational techniques (like, for instance, 
immersed boundary conditions (IBC)) open the door for treating complex ge-
ometries and therefore solving applied problems with real configurations.  

There is no doubt that, in order to take full advantage of a computational 
experiment, a rigorous validation of the numerical algorithms and the corre-
sponding codes on similar cases with reliable experimental or reference data 
available is required. Only this way can guarantee the correctness of numerical 
results both for applied and fundamental problems. This requirement is crucial 
especially if dealing with complex turbulent flows simulated using scale-
resolving approaches. 

Transonic turbulent flows over cavities are considered in the paper. The 
research code NOISEtte [1] is used for computational experiments. NOISEtte is 
being developed for solving aerodynamic and aeroacoustics problems on un-
structured meshes. The numerical algorithms are built on the higher-accuracy 
quasi-1D edge-based reconstruction (EBR) scheme [2]. The most recent en-
hanced DDES formulation [3] accelerating RANS-to-LES transition in shear 
layers is chosen as a scale-resolving approach for turbulent flow modeling. 
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Fig. 1.  Visualization of the flow over M219 cavity 

The transonic turbulent flow over the M219 cavity [4] is considered as a 
case for validation. The M219 cavity has a parallelepiped geometry with the 
parameters: 5x y zL L L H H H× × = × ×  (H is cavity depth), 6Re 1.3 07 1H = ⋅ , 
M∞ = 0.85. The flow visualization is presented in Fig. 1. This case is widely 
used to verify computational algorithms which implement scale-resolving 
methods. The results of validation based on the comparative analysis against the 
corresponding experimental data [4] speak for the good accuracy and correct-
ness of the simulations. The validation data will be presented in detail. 

  

  
Fig. 2.  Fields of band integrated sound pressure levels (BISPL) extracted from 

the results of simulation of M219 cavity case 
The validity of the numerical results obtained on M219 cavity case offers 

scope for a further deeper investigation of the inside-cavity processes. We do it 
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basing on the large amount of unsteady flow data accumulated during the simu-
lation. The data on the central cross-section and the cavity surfaces are postpro-
cessed using the methods of spectral and correlation analysis. The study pro-
vides a comprehensive information for understanding of the flow physics and 
associated noise generation mechanisms which are specific for the cavity con-
figuration under consideration. For example, the fields of band integrated sound 
pressure levels covering the corresponding Rossiter modes are presented in 
Fig. 2. The patterns of averaged pressure fields resemble standing waves which 
are generated inside the cavity. Note that the spectral and correlation analysis of 
unsteady flow fields can be useful not only for fundamental but for applied pur-
poses. 

The transonic turbulent flow ( 0.85M = , 6Re 7 10H = ⋅ ) over the cavity of 
more complex configuration is considered as an example of related industry-
oriented problem. The cavity geometry involves a wedge face on the aft edge 
and has the following parameters: 7.59 1.82x y zL L L H H H× × = × × . 

Fig. 3.  Visualization of turbulent flow over the cavity without (left) and with 
deflector (right) in the central cross-section 

The predictions of turbulent flow over the cavity with and without the de-
flector installed at the leading edge are carried out. The IBC method is used for 
the description of the deflector. The visualization of both flows (without and 
with the deflector) in the central cross-section is given in Fig. 3. A comparative 
study of the numerical results will be presented in detail. Generally, it shows the 
deflector impact on the structure of turbulent flow inside the cavity and its po-
tential to reduce the acoustic loads on the cavity walls. 

The work is supported by the Russian Science Foundation (projects № 14-
11-00060 – development of scale-resolving methods on unstructured meshes, 
and № 16-11-10350 – development of immersed boundary conditions for solid-
body description in a turbulent flow). 
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The shielding effect was first estimated for aviation noise in the 1970s 

[1, 2] and showed extremely high efficiency of the engine noise shielding. As a 
result, shielding effect is considered as a realizable tool for satisfying of the new 
requirements for the external noise level reduction; the investigations of shield-
ing effect were enhanced. 

In our previous papers [3, 4, 5], theoretical and experimental investigation 
was carried out for clearing influence of sources noncompactness on shielding 
efficiency without the mean flow effect. Experiments showed what noise reduc-
tion by means of acoustical shielding is a difficult task which depending from 
the relative position of the source (engine) and screen (airframe). Different avia-
tion noise sources (jet noise, rotor or fan noise) have different mechanisms of 
noise shielding. In particular, shielded tone and broadband noise generated by 
propellers (rotors or fans) have different properties. It was shown that this fact 
especially connected with them noncompact nature, and the investigations 
showed that the noncompactness is very important property of sound source for 
shielding effect if source disposal closely to the screen. 

Analysis of the different diffraction theories showed what Geometrical 
Theory of Diffraction (GTD) are more appropriate methods in comparison with 
Fresnel/Kirchhoff methods for shielding effect calculation if noncompact 
sources are under consideration. We found that the GTD has rather simple form 
for explaining the main features of diffraction pattern revealed in our experi-
ments. 

The GTD shows the importance of phase characteristics in near field for 
shielding effect description. It means that the mean flow effect is to be taken 
into consideration for correct describing the diffraction (especially for the in-
homogeneous flow) because the flow appearance changes the phase distribution 
of incident acoustic field that alters the diffraction pattern.  

A lot of successful investigations were carried out with the purpose to take 
into account the flow effect on diffraction [6-10]. In the present work, we take 
into account these results to investigate the mean flow effect on shielding effi-
ciency for noncompact noise sources.  

In the experimental part of the present work the following results are pre-
sented: jet noise acoustic shielding effect (single and dual stream nozzles) in 
presence of co-flow, rotor noise shielding effect in the presence of mean flow. 
TsAGI’s small scale propeller rig was modified after the previous work [4] and 
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the screen of smaller size is used for the present investigations, therefore we 
obtain new result for rotor noise shielding efficiency already for the case of 
mean flow absence. Comparing the results of both test campaigns, we clarify 
the difference between the shielding efficiency for tone and broadband noise in 
the presence of mean flow.  

In the theoretical part of the present work, we consider inviscid formula-
tion of the diffraction problem in the presence of mean flow and simple geome-
try of flat screen is used such as infinite strip which doesn’t disturb the mean 
flow. GTD is applied for extracting main feature of shielding effect for model 
noncompact sources of tone and broadband noise. 

It is shown that the comparison of shielding and unshielding field at dif-
ferent Mach number deals simultaneously with two factors: the variations of the 
diffracted field and the variations of free source due to Mach number effect. 
The calculations confirm the experimental results that mean flow effect on 
shielding efficiency exhibits ambiguity feature: the mean flow velocity increas-
ing leads to increasing shielding efficiency also in some cases, but the opposite 
behavior is observed for other cases. 

Calculations show that the behavior of the shielding efficiency depends 
directly on the variations of unshielded field at co-flow Mach number growth. It 
is show that the shielding efficiency of tone noise component exhibits a great 
sensitivity to the variations of Mach number in shadow zone, while broadband 
noise component is weak depended on it. This fact connects especially with the 
noncompact nature of the source. Moreover, the mean flow effect exhibits 
weaker for broadband noise shielded by swept strip.  

Calculations show that the effects of noise amplification in light zone and 
asymmetry of shielded field for the scattering of rotating modes (it were ex-
plained in details in [4]) are maintained at co-flow appearance also.  

In the whole, the present investigations show that the mean flow effect on 
shielding efficiency has multifactors character in principle. For predicting it in 
practice, it is necessary to know in details the source noise characteristics as 
function of Mach number. Moreover, the source noise characteristics can de-
pend on the mutual position source and screen. For example, propellers, fans, 
rotors noise is determined by flow nonuniformity arisen at close position 
sources and screens. Thus, the diffraction problem is rather difficult at co-flow 
presence. 

Performed experiments showed what noise reduction by means of acous-
tical shielding is a difficult task which depending from the mean flow velocity, 
the relative position of the source and screen. The experiments show that mean 
flow effect on shielding efficiency exhibits ambiguity feature and depends from 
geometrical parameters of the shield. An important feature is that the shielded 
tone and broadband noise generated by propellers (rotors or fans) have different 
properties. This fact especially connected with them noncompact nature. The 
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investigations show that the noncompactness is very important property of 
sound source for shielding effect if source disposal closely to the screen, espe-
cially in the presence of the mean flow. 
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The gradual development and enhancement of the hybrid RANS-LES ap-

proach DES (Detached Eddy Simulation) have significantly expanded the 
frames of its application. The most recent DES formulation [1] has strongly 
advanced in solving one of the fundamental problems of the original method 
which is the so-called “grey area” problem resulting in the delay of “numerical” 
transition from the steady RANS to unsteady LES solution in shear layers. The 
acceleration of RANS-to-LES transition and the developed turbulence genera-
tion in [1] is achieved by the modification of LES subgrid scale. It provides an 
automatic identification of the initial regions of shear layers and the correspond-
ing reduction of subgrid viscosity in these areas. At the same time, the new 
(Shear-Layer Adapted) subgrid scale ∆SLA naturally switches to the classical 
(for LES branch of DES) definition ∆ = ∆max = max{∆x, ∆y, ∆z} in the region of 
developed turbulent flow. As a result, the method has been extended to the sim-
ulation of a wide range of problems where the delay of developed 3D turbu-
lence generation in shear layers causes unacceptably poor accuracy in the pre-
diction of most important (“principal”) properties. Jets are a typical demonstra-
tive example of such flows which is considered in the paper. 

The simulations of immersed unheated subsonic round jet (M  jet = 0.9, 
Re = 1.1⋅106) which is widely used for testing numerical methods for aeroa-
coustics have been carried out using two essentially different numerical algo-
rithms: “structured” and “unstructured”. The first one exploits regular meshes 
and the finite volume numerical methods which are implemented in the research 
CFD code NTS (Numerical Turbulence Simulation) [2]. The unstructured algo-
rithm is built basing on the higher-accuracy numerical techniques implemented 
in the research code NOISEtte [3]. The common feature of both methodologies 
is the usage of hybrid central-difference – upwind numerical scheme based on 
MUSCL approach and the Roe Riemann solver for the approximation of con-
vective fluxes. Note that the new subgrid scale definition in the recent modifica-
tion [1] of DES has been formulated for structured cell-centered schemes. Here 
it is generalized for arbitrary unstructured meshes and vertex-centered method. 
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Fig. 1.  Comparison of streamwise velocity component (left) and its root 
mean square deviation (right) profiles along the centerline obtained from the 
computations using the structured (NTS) and unstructured (NOISEtte) 
approaches 

The computations are carried out on the sequence of refining meshes 
which contain from 1.5 M up to 21 M cells (or vertices) using both algorithms. 
The evaluation of the results of simulations includes the comparison of the near 
field aerodynamic and turbulence characteristics and the far field noise with the 
corresponding experimental data. Some comparisons are shown in Figs. 1 
and 2. An obvious common trend is that the mesh refinement leads to the con-
vergence and better agreement with the experiment of the results obtained using 
both structured and unstructured algorithms. A slight discrepancy between these 
algorithms (the reasons are still unclear) is observed on the far field noise spec-
trums (see Fig. 2). 

Generally, the results obtained using both structured and unstructured al-
gorithms are well correlated. This fact and the convergence of results confirms 
a correctness of the considered formulation of new subgrid scale [1] for unstruc-
tured meshes. Furthermore, the results prove that the developed methodology of 
solving the Navier-Stokes equations with the use of higher-order numerical 
schemes on unstructured meshes provides the accuracy well compared with that 
obtained by low-dissipative numerical algorithms for structured meshes. 

NTS 

NTS 

NOISEtte 

NOISEtte 
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Fig. 2.  Comparison of 1/3-octave noise spectrums at far field points obtained 
using integral Ffowcs-Williams-Hawking method and the data provided by 

structured (NTS), left, and unstructured (NOISEtte), right, approaches 
The research is supported by Russian Science Foundation (Project № 14-

11-00060). 
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In our talk we present a new robust, accurate and very simple a posteriori 

subcell finite volume limiter technique for the Discontinuous Galerkin (DG) 
finite element method for nonlinear systems of hyperbolic partial differential 
equations in multiple space dimensions that works well for arbitrary high order 
of accuracy in space and time and that does not destroy the natural subcell reso-
lution properties of the DG method. High order time discretization is achieved 
via a fully-discrete one-step ADER approach that uses a local space-time dis-
continuous Galerkin predictor method to evolve the data locally in time within 
each cell. The new limiting strategy is based on a novel a posteriori verification 
of the validity of a discrete candidate solution against physical and numerical 
detection criteria. In particular, we employ a relaxed discrete maximum princi-
ple, the positivity of the numerical solution and the absence of floating point 
errors as detection criteria. For those troubled cells that need limiting, our new 
approach recomputes the discrete solution by starting again from a valid solu-
tion at the old time level, but using a more robust finite volume scheme on a 
refined subgrid of Ns=2N+1 subcells, where N is the polynomial approximation 
degree of the DG scheme. The new method can be interpreted as an element-
local check-pointing and restarting of the solver, but using a more robust 
scheme on a finer mesh after the restart. The performance of the new method is 
shown on a large set of different nonlinear systems of hyperbolic partial differ-
ential equations using uniform and space-time adaptive Cartesian grids (AMR), 
as well as on unstructured meshes in two and three space dimensions. In partic-
ular, we will also show applications to a new unified first order hyperbolic theo-
ry of continuum mechanics proposed by Godunov, Peshkov & Romenski (GPR 
model). 

The presented research was financed by the European Research Council 
(ERC) with the research project STiMulUs, ERC Grant agreement no. 278267 
and by the European Union’s Horizon 2020 Research and Innovation Pro-
gramme under the project ExaHyPE, Grant agreement number No.671698 (call 
FETHPC-1-2014). 
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We report our results of numerical modeling of laminar and turbulent sub-

sonic viscous compressible gas flow based on quasi-gas dynamic (QGD) equa-
tions. The free-flows are examined for Taylor-Green vortex decay, the bounda-
ry layer flows are investigated basing on Couette flow. Comparison with DNS 
and LES reference data demonstrates that QGD numerical algorithm provides a 
uniform and adequate simulation of both laminar and turbulent evolution of the 
Taylor-Green vortex for Reynolds numbers from 100 up to 5000. Comparison 
with experimental data shows that QGD algorithm describes boundary-layer 
velocity profile including velocity pulsations. Compared with standard high-
order accurate DNS simulations QGD algorithm demands a smaller number of 
spatial grid.     

We underline, that QGD-based algorithm describes  laminar and turbulent 
flows uniformly. It means that in numerical simulations the transition from lam-
inar to turbulent flows are obtained  by changing only the Reynolds number, 
without introducing turbulent viscosity and heat conductivity coefficients. QGD 
algorithm does not include near-wall functions for boundary layer simulations.           

The quasi-gas dynamic (QGD) system can be interpreted as the Navier-
Stokes equation system averaged or smoothed, over some small time or space 
interval. The smoothing gives rise to strongly non-linear additional dissipation 
terms, proportional to a small parameter τ that has the dimension of a time. 
These τ-terms are the second-order space derivatives in factor of τ and bring an 
additional entropy production that proves their dissipative character. Additional 
terms appear not only in the momentum and energy equations, but also in the 
continuity equation that models the turbulent mass-diffusion, which is inherent 
to turbulent mixing. In the boundary layer approach (Prandtl equations) the ad-
ditional QGD dissipative terms vanish. These features of the QGD equations 
open nice perspectives for the simulation of turbulent flows together with lami-
nar-turbulent transition. The variants of the QGD system have been developed 
previously for supersonic flow simulations and have been published firstly more 
than three decades ago. Modern variants of the system can be seen in, e.g. [1]–
[3] and in the later papers in the subject.  
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We examine the QGD system in calculations of laminar and turbulent 
flows in Nitrogen at a temperature of normal conditions. The different values of 
Reynolds number Re are achieved by variations of gas density and pressure. 

As an example of the laminar-turbulent transition in a free-flow we exam-
ined the Taylor-Green vortex decay. Our numerical results are compared with  
DNS and LES reference data for laminar flows with Re=100 and 280  and for 
the turbulent   vortex decay regimes for Re=1600 and 5000. In these calcula-
tions Mach number is taken equal to 0.1. 

 
Fig. 1. Taylor-Green vortex decay; iso-surfaces of z-component of vorticity 

for Re=1600 

 
Fig. 2. Taylor-Green flow: dissipation rates of kinetic energy (left) and energy 

spectrum for Re = 1600 (right) 
Figs. 1–2 show our results in Taylor-Green vortex decay simulations ac-

cording with [4]. Fig. 1 presents the vorticity contours for  Re = 1600 for the 
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initial time and the finale time  t = 22.5  for 128x128x128 computational grid 
points.  

Fig. 2 (left) shows the evolutions of the dissipation rate of kinetic energy   
for Re = 100, 280 and 1600 in comparison with the reference data from [4].   
Good agreement with the reference for laminar and turbulent flow regimes is 
clearly seen.  

The spectrum of kinetic energy for Re=1600 was examined for computa-
tional grids with 1283 and 643 points. The slope of the spectra approximates 
correctly the Kolmogorov-Obukhov law that shows an inertial range behavior 
of the flow for both grids. Increasing the number of grid points makes the curve 
more smooth and more close to the line with -5/3 slope, Fig. 2 (right). Addi-
tional computational results can be found in [5]. 

 
Fig. 3. Mean streamwise velocity distribution in Couette flow in comparison 

with experimental data 
The QGD-based results of the Couette flow in Nitrogen are shown in Figs. 

3 and 4. Here the computation domain is Lx=0.16m, Ly=Lz=0.08m, space step 
h=0.001m, with the number of computational points 162x82x82. The upper and 
down walls are adiabatic with no-slip velocity conditions, for other boundaries 
the periodic boundary conditions are imposed. Reynolds numbers were taken as 
Re = 300, 3000 and 4200 for Mach number equal to 0.5. By disturbing the ini-
tial laminar velocity profile we obtain the nonstationary turbulent flow patterns 
for Re = 3000 (dynamic Reynolds number 153) and 4200 (dynamic Re number 
198), and a stationary laminar flow for Re=300.  

Fig. 3 (left) presents the computed mean and instantaneous velocity pro-
files for Re=3000. Fig 3 (right) shows the streamwise profile in dimensionless 
variables in comparison with experimental data [6]. The computational points in 
boundary layer for QGD algorithm are marked by black circles.  The number of 



 79 

space points in QGD calculations is smaller than estimated and commonly used 
for DNS calculations.  

 
Fig. 4. Couette flow: distributions of averaged (rms) velocity fluctuations 

(left)  and iso-surface of the Q-criterion and contour lines of the x-component 
of vorticity (right) 

Fig. 4 (left) depicts the distributions of the velocity fluctuations compared 
with known computed and experimental data. Fig 4 (right) shows the coherent 
structures for Re=3000. Visualization of the vortices is obtained by iso-surfaces 
of Q-criterion colored by the x-component of the vorticity. Developed coherent 
vortices are usual for turbulent gas-dynamic flows. 

The calculations were carried out on highly-parallel computer installed in 
K-100. Our code is portable between multiprocessor systems that support the C 
language and MPI standard. 

The work is supported by grant RFFI 16-01-00048_a. 
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We present a novel two-level approach for design optimization of acoustic 

liner panels that are commonly used to damp engine noise in turbofan engines. 
The method combines an adjoint based gradient search algorithm with a global 
search method applied on a surrogate model. In this way, we effectively exploit 
the benefits of both approaches to achieve a good compromise between compu-
tational effort and degree of freedom used in optimization. 

In the first level, a global search is performed with few design parameters 
employing a Gaussian process surrogate model. In the second level, taking the 
global optimal solution as the initial setting for the refined design vector, an 
adjoint based gradient search procedure is started. The unsteady discrete adjoint 
solver, which is an essential ingredient of the optimization framework, has been 
developed using Algorithmic Differentiation (AD) techniques. The AD gener-
ates a robust discrete adjoint solver, which solves the unsteady adjoint Linear-
ized Euler Equations (LEE) backward in time. 

The capability of the two-level approach is demonstrated by finding the 
optimal liner parameters of a turbofan engine by-pass duct. 
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The noise produced by interactions between an airfoil and oncoming vor-

tical disturbances is a significant broadband noise source in turbofan and con-
tra-rotating open rotor engines (CRORs). Turbulence that is generated upstream 
will interact with the leading edge of the outlet guide vane in turbofans, or with 
the rear rotor in CRORs. The significance of leading edge noise has led to vari-
ous studies to understand the mechanisms by which it is caused. Studies to im-
prove understanding of leading edge noise often consider simplified situations, 
such as isolated blade interactions and simplified blade geometries. Amiet [1], 
for example, developed an analytical method to predict the far-field leading 
edge noise from a flat plate. This theory often forms the basis of current indus-
trial prediction models of broadband leading edge noise [2]. 

The majority of studies that have measured or predicted leading edge 
noise have considered low free stream speeds. To the author’s knowledge, the 
highest speeds to date were considered by Paruchuri et al. [3], who studied iso-
lated turbulence airfoil interactions computationally at Mach numbers of up to 
M=0.6. It was shown that noise reductions caused by changes in airfoil thick-
ness will scale with increasing Mach number. However, this relationship will 
break down at sufficiently high speeds when new physics, such as shock waves, 
will appear. 

The current work describes a computational aeroacoustic (CAA) study to 
understand the effect of locally supersonic flow regions on the interactions be-
tween an airfoil and oncoming vortical gusts. The supersonic flow region adds 
complexity to the modelling process, as treatments must be made to provide 
numerical stability in complex flow regions while maintaining sufficient accu-
racy to study acoustics. Furthermore, additional noise sources can be added by 
the presence of the supersonic region which may make it difficult to study the 
leading edge noise. 

Problem Description 

This work considers interactions between oncoming vortical gusts with a 
vortical wavelength of λ=0.5 m, and a NACA 0006 airfoil placed at an angle of 
attack of 6 degrees in a M=0.5 flow. This case is chosen to be representative of 
a real situation that might occur on a CROR engine, for example. Single fre-
quency vortical gusts have been chosen to allow for identifying and highlight-



 82 

ing major physics in the study. A schematic of the configuration is shown in 
Fig. 1. 

  
Fig. 1.  Schematic of the airfoil-gust configuration: U is the freestream speed, r0 
is the observer radius, θ is the observer angle and α is the airfoil angle of attack 

Numerical Method 

An established computational aeroacoustics (CAA) code has been chosen 
to perform the simulations. This code has been previously used to study prob-
lems such as duct mode radiation [4], high lift device noise [5], and the leading 
edge noise of isolated airfoils [6]. It is used to solve the Euler equations using 
high-order schemes with low-dispersion and low-dissipation properties [7]. A 
local artificial dissipation method has been implemented to allow numerical 
stability near shocks. The general simulation consists of two parts. A steady 
state simulation is first performed to establish a steady mean flow surrounding 
the airfoil. Then, vortical gusts are introduced and interacted with the isolated 
airfoil. The vortical gusts are described by ))(cos(),( Utxkvtxv xgust −= , where 
U is the free stream speed, vgust is the gust amplitude (set to 0.01U), kx is the 
transverse vortical gust wavenumber, and t is time. 

Leading Edge Noise Predictions in Transonic Flow 

Figure 2 shows contours of steady pressure and velocity magnitude 
around the NACA 0006 airfoil. The majority of the flow field is subsonic, but 
there is a small region of supersonic flow near the leading edge on the suction-
side.  
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The acoustic flow field, created by the interactions between the vortical 
gusts and the airfoil, is shown in Fig. 3. The acoustic radiation pattern is clearly 
seen, with radiation peaks in both upstream and downstream directions. The 
pattern is not symmetric about the free stream axis due to the angle of attack. 
Peaks in the pressure can be seen in the wake region behind the airfoil. These 
are caused by deformations of the vortical gusts and are not representative of 
leading edge noise. 

 
Fig. 2.  Steady pressure and velocity magnitude contours around a NACA 0006 

airfoil at M=0.5 and α = 6°; magnified area shows the line of M=1 

  
Fig. 3.  Contours of instantaneous acoustic pressure and SPL 
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Fig. 4.  Variation of non-dimensional mean pressure (top) and pressure 

fluctuations (bottom) along the airfoil chord 
Figure 4 shows the mean pressure, and pressure fluctuations, along the 

surface of the airfoil. The mean pressure prediction has been compared with 
results from the QZSFLOW3D code [8] and a good match is seen. The presence 
of the supersonic region near the leading edge can be seen in the jump in steady 
pressure on the suction-side of the airfoil at about x = 0.04 m. This causes a 
corresponding spike in prms. This spike appears to coincide with the location of 
strongest leading edge noise generation. It is not yet clear whether this spike 
represents an additional noise source, or shows changes in the acoustic wave 
amplitude due to shock oscillations.  

This abstract has presented a method to allow the study of leading edge 
noise for transonic airfoil configurations. In the final paper, acoustic predictions 
of the NACA 0006 airfoil will be compared with predictions from a NACA 
0018 airfoil, and with cases at slower free stream Mach numbers, in order to 
show the differences caused by the presence of the shockwave. 
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In a medium with linearly changing speed of sound 00 /)( zzczc ⋅=  

along the axis z, plane wave propagating in the direction of decreasing sound 
speed has propagation time to the cross section 0=z  equal to infinity [1]. The 
wave can not reach this cross section and, as a consequence, is not reflected 
from it. Therefore, the finite thickness layer of the medium is an effective ab-
sorber of plane waves incident normally to it. In [1] this type of media is called 
“black hole” by analogy with the corresponding cosmological objects. In [1,2,3] 
the possibility of constructing gradient media with sound speed tending to zero 
was considered. 

In this paper the solution to the 3-D problem of point source field in a 
medium with constant gradient of the speed of sound is given. It turns out that 
this problem has an exact analytical solution in the form of simple power func-
tions. For the first time the appropriate formula was given in [4]. The work [4], 
a classic one in hydroacoustics, is devoted to the analysis of the sound field of a 

point source in a layered ocean 
in the shadow zone. In the real 
ocean the speed of sound var-
ies very little and, of course, is 
not approaching zero in any 
layer section. Therefore, for-
mulas, obtained in [4], were 
not analyzed there from the 
point of view of the theory of 
“black hole”. The construction 
of artificial media, considered 
in [1], provides the velocity 

reduction by means of spring-like impedance of wave guide’s wall. In [2,3] 
velocity reduction supplies with  increase of the medium equivalent density. A 
generalization of [4] to the case when the medium has not only the variable 
speed of sound, but variable density as well, is given in [5]. 

The problem is formulated in the following way. In the half-space at 
height H, a point source of volume velocity tierrVtV ⋅⋅−⋅−⋅= ωδ )()( 00


, 

),0(),,( 0 Hrzrr ==


 is placed (Fig. 1). The speed of sound in the medium 
depends on the coordinate z linearly: 00 /)( zzczc ⋅= . The density of the me-

r 

z 

H 

Fig. 1. Point source in semi space with con-
stant gradient of sound speed at the height H 
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dium changes according to the power law: αρρ )/()( 00 zzz = . The exponent α 
can be arbitrary. In respect to the constructions, considered in [4, 5], it is equal 
to α = −2. Pressure field satisfies the Helmholtz equation with a point source in 
the right side 
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After Fourier-Bessel transformation on radial coordinate r, the equation for the 
spectrum ),( zp ξ  (ξ  is horizontal wave number) assumes the form: 
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where 222 )(/)( zczk ω= . It is assumed, that at the lower boundary 0=z  the 
condition of absence of the reflected wave should be realized. This happens 
when 4/1/ 2

0
2

0
2 >czω   (see also [1]). In the source cross section Hz =  

pressure field is supposed continuous, and the vertical velocity has a jump. Af-
ter taking into account the boundary conditions the following expression for the 
field ),( rzp should be obtained [5]: 

,)()()(
2
1~),(

0
0

2/1

1

1

∫
∞

+−−

+

⋅⋅⋅









⋅− ξξξξξ

π α

α
dzKzIrJ

z
zrzp mm  

where 0Re,
4

)1(
2/1

2
0

2
0

2
>








−

+
= mzkm α , ),max(),,min( HzzHzz == +− . 

At  α = −2  the expression for m is transferred to the corresponding formula 
from [4]. 

It turns out that the integral in the right side may be expressed through el-
ementary functions and the field expression can be rewritten in the following 
form [5]: 
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2/122 zHrRzHrR ++=−+=  1R  is the distance from the 
source to the point of reception, 2R the distance from the mirror image source 
relative to the plane 0=z  to the point of reception. This formula is the main 
result of the report. 

Ray interpretation of this expression is as follows (see Fig. 2). All the rays 
outgoing from the source to the lower hemisphere, continuously reduce the an-
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gle of incidence and at the approach to the plane 0=z  fall on it normally. As a 
result one-dimensional situation, considered in [1], is realized. All the rays out-
going from the source to the upper hemisphere, gradually turn down, cross the 
plane of the source location Hz =  and approach the plane 0=z , normally to 
it as well.  

 
Fig. 2. 3-D rays in 1-D “black hole” medium 
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The instrumentation, the design of a model dual-stream jet nozzle, and the 

results of an experimental study of the jet flow structure are reported. The ex-
perimental data include flow-field visualization and PIV data, data that were 
obtained by probing the flow with a Pitot microtube, and the distribution of 
pressure over the inner nozzle contour of the nozzle. Measured data on the 
magnitude and spectral composition of mass-flow rate pulsations obtained using 
a hot-wire anemometer are reported. 

The work is carried out within a project being executed by the Be-
lotserkovskii Scientific-Educational Center for Computer Modeling and Securi-
ty Technologies. The experimental data have served the basis for organizing a 
test case at TsAGI (Central Aerodynamic Institute) intended for verification of 
numerical data on the gas-dynamic structure of a model high-speed two-contour 
jet. 

 
Fig. 1. The dual-stream jet nozzle: 1 – inner nozzle contour, 2 – outer nozzle-
contour, 3 – central body, Da1 –inner-contour  diameter, Da2 – outer-contour  

diameter 
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The experimental facility and the experimental procedure were described 
in [1]; in the same publication, data on the flow structure of an underexpanded 
jet exhausted out of a convergent nozzle into ambient space were reported. The 
experimental study of a jet exhausted into ambient space out of a convergent 
model dual-stream jet nozzle (Fig. 1) was performed on the jet module of the T-
326 intermittent blowdown hypersonic wind tunnel, ITAM SB RAS. The geo-
metric Mach number at nozzle exit was Ma= 1.0. The experiments were per-
formed with cold air at fixed stagnation pressure values in the contours, 
Npr1 = 1.72 and Npr2 = 2.25, where Npr= P01(2)/Pc, P01(2) is the pressure sup-
plied to the inner/outer nozzle contour ; Pc is the Eiffel-chamber pressure; and 
subscripts 1 and 2 refer to the internal and outer nozzle contours. The required 
reduction of pressure in the inner nozzle contour was achieved using a grid in-
stalled at the entrance to that contour.  

Schlieren visualization photographs of the high-speed two-contour jet are 
shown in Fig. 2. The averaged flow pattern is shown in Fig. 2,a, and an instantane-
ous flow pattern, in Fig. 2,b. Out of the inner nozzle contour (contour 1), a high-
speed annular jet with Npr1 = 1.72 is exhausted; this jet moves past the central-
body cone. An indistinct wake protruding along the axis is seen behind the 
cone. In the outer nozzle contour, a weakly underexpanded supersonic contour 
is formed at the exit, with compression shocks, a shock-wavy structure of the 
external boundary, and a cellular structure of the jet flow being observed. 

  
a b 

Fig. 2. Schlieren photograph of the jet exhausted out of the dual-stream jet 
nozzle, a – exposure time 10-2 sec, b – exposure time 3∙10-6 sec 

The jet exhausted out of the inner nozzle contour exhibit no barrel struc-
ture. The mixing layer of the supersonic and subsonic jet flows forms at the 
nozzle lip of the inner nozzle contour; it is distinctly registered in the photo-
graph (Fig. 2,a). At short exposures, notable density fluctuations due to flow 
turbulization are registered. 
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Fig. 3. The distributions of pressure over diameter measured with the help of a 

Pitot tube in several cross-sections of the jet flow 

Pressure tap measurements were used to measure the distributions of 
pressure in the two-contour jet. Figure 3 shows relative pressure profiles 
measured with a Pitot tube in two cross-sections, x/Ra= 0 and 3 (here, Ra is the 
radius of the outer nozzle contour at the exit  (item 2 in Fig. 1). The data at 
x/Ra = 0 were obtained in the vicinity of the cone forebody (item 3 in Fig. 1), 
and the data at x/Ra = 3, at the largest distance from it. At the axis, a pressure 
minimum due to the deceleration of the flow behind the cone is observed. Vari-
ous levels of Pitot pressure for the outer and inner flows due to the supersonic 
regime of the outer jet and due to the subsonic regime of the inner jet are regis-
tered. Two neighboring minima at y/Ra = ± 0.3 (x/Ra = 0) correspond to the 
mixing layer in the region of interactions of the two flows. On moving over the 
distance x/Ra = 3, the maximum pressure in the jet decreases, and the pressure 
at the axis increases in value, and the internal and external mixing layers grow 
in size. 

Using a hot-wire anemometer, measurements of the magnitude and spec-
tral compositions of mass-flow rate pulsations were performed. Typical distri-
butions of integral characteristics of mass-flow rate pulsations in three cross-
sections of the jet are shown in Fig. 4. 
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Fig. 4. The magnitude of relative mass-flow pulsations versus the relative 

radius, Npr1 = 1.72, Npr2 = 2.25 

The profiles of the integral level of normalized mass-flow rate pulsations 
over diameter in the range from 20 Hz to 150 kHz are shown in Fig. 4. Evident-
ly, in the wake behind the cone (central body, item 3 in Fig. 1) the pulsations 
are minimal. Some asymmetry is observed; this asymmetry can be attributed to 
different turbulence levels in the upper and lower parts of the jet which arise as 
a result of partial blockage of the flow with the hot-wire probe pylon. A maxi-
mum of relative mass-flow rate pulsations is registered in the mixing layer of 
the outer-contour jet; it reaches 20% at the outer edge of the jet. The pulsation 
level at the axis increases with the distance from the central cone. 
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The CABARET scheme has a variety of uses in Computational Fluid Dy-

namics (CFD) for solving convection dominant flow problems. Since its intro-
duction by Goloviznin and Samarskii [1] in 1998, CABARET was extended to 
non-linear aeroacoustics modelling by Karabasov and Golovinzin [2,3] and 
used for solving the Navier-Stokes equations in three dimensions by Faranosov 
et al. [4]. Semiletov and Karabasov [5] and Markesteijn et al. [6,7] implemented 
efficient asynchronous time stepping algorithms to make the original explicit 
single-step CABARET scheme as efficient as the implicit dual-time stepping 
schemes conventionally used in CFD for problems involving thin boundary and 
shear layers typical of high Reynolds number flows. 

An important property of the CABARET scheme as compared to other 
second-order schemes of its class is low dissipation (the low dissipation refers 
to the flux correction algorithm and its relaxed version since the linear 
CABARET scheme is non-dissipative) as well as low numerical dispersion for 
relatively high Courant numbers, 0.3 < CFL < 1. For small Courant numbers, 
the CABARET scheme still has a notable dispersion error for coarse grid reso-
lutions which correspond to the number of grid cells per acoustic wavelength 
less than 15-20. This dispersion error is quite persistent in three dimensions 
where CFL ~ 0.1-0.3 becomes a typical local Courant number for linear flow 
regions where the grid cell size is much larger in comparison with the aerody-
namic part of the grid.  

In the seminal work of Goloviznin in Samarskii [1], among other things, 
there was a modification of the original three-time-level CABARET scheme 
suggested which included a third-order spatial derivative (by extending the one 
cell spatial stencil to include two more cell faces) with an adjustable parameter. 
The parameter was determined from the Von Neumann dispersion analysis so 
that the dispersion error could be greatly minimised for all Courant numbers. 

In the present work, we have implemented the dispersion improved 
CABARET in a convenient two-time-layer staggered-variable form, equipped it 
with a low-dissipative relaxed flux correction algorithm from Karabasov and 
Goloviznin [3], and extended to 2D gas dynamics. Numerical examples are 
provided for 1D linear advection in comparison with the standard CABARET 
scheme and several other popular advection schemes including the 4th order 
DRP scheme of Tam and Webb [8] combined with the 4th order Runge-Kutta 
time scheme. To illustrate the feasibility of the dispersion improved CABARET 
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for computational aeroacoustics, further results are provided for a problem of 
normal and oblique (cut-on) acoustic wave propagation in a 2D duct for a range 
of grid resolutions and flow conditions. 
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Counter-rotating open rotors (CROR) have a potential for fuel savings of 

up to 20% compared with modern turbofans [1]. However, their higher aerody-
namic efficiency is accompanied by higher noise levels. This constitutes a ma-
jor hindrance to a wide practical use of aircraft engines of this type and makes 
necessary optimization of the CROR parameters aimed at lowering the level of 
the emitted noise while preserving good aerodynamic performance. 

Noise spectra and directivities for open rotors are quite complex which 
significantly complicates an analysis of the effect of the CROR geometry modi-
fications on their acoustic characteristics (e.g., suppression of some tonal com-
ponents can be accompanied by an increase of the amplitude of some other 
tones). For this reason it makes sense to perform corresponding optimization 
studies using for the noise assessment the EPNdB metric, since it is this metric 
that is employed for aircraft certification on community noise. Exactly such an 
approach is used in the present work aimed at numerical investigation of the 
effect of geometrical parameters of the open rotors on community noise for a 
realistic aircraft equipped with CROR engines and at estimation of feasibility of 
meeting the ICAO requirements on community noise by this aircraft.  

      
Fig. 1. Geometry of the open rotor in the reference configuration 

A generic geometry of the considered open rotor (Fig. 1) was the same as 
that used in earlier study [2]. A baseline configuration has (8 + 7) blades on the 
front and the rear rotors of the counter-rotating pair, respectively, and the two 
rotors have the same diameter D1 = D2 = 4m and the same speed of rotation. In 
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the course of the computations, the following geometrical characteristics of the 
rotor were varied (see right frame in Fig. 1): the number of blades on both ro-
tors, N1 and N2; the separation distance between the rotors L; the chord width W 
of the blades; and the diameter of the rear rotor D2. In total, 9 configurations 
were considered, each of which differs from the baseline configuration in only 
one geometrical parameter. Other than that, in all the cases it was assumed that 
the front and rear rotor rotate at the same speed, which value was adjusted to 
provide the total thrust equal to the total thrust of the baseline configuration.  

 
Fig. 2. Community reference points for noise certification and typical noise 

footprints on arrival and departure. Adapted from [5] 
Computations of the acoustic characteristics of the described CROR in-

stalled on the aircraft were carried out in two stages. 
In the first stage, the far field noise spectra of an isolated CROR were 

computed based on turbulence-resolving simulation of the flow over the CROR 
combined with the permeable Ffowcs Williams and Hawkings (FW-H) surface-
integral method for the noise prediction. The simulations were carried out with 
the use of a hybrid RANS/LES approach of DES type, namely, DDES method 
[3] coupled with recently proposed definition of subgrid length scale [4] ensur-
ing a rapid transition to developed 3D turbulence in the separated shear layers.  

In the second stage of the computations, the far field acoustic data ob-
tained in the first stage were transformed to 1/3-octave noise matrices and then 
used for assessment of community noise. For this purpose, a real passenger air-
craft with two turbofan engines (MTOW = 108 tons) and its real flight trajecto-
ries were considered, with the noise matrices of turbofan engines being replaced 
with the calculated noise matrices for the CROR engines at the same thrust. 
Community noise at the flyover certification point was then calculated for all 
the considered configurations with the use of commercial software SOPRANO 
and in-house software BASTON, and the results were compared with those for 
the baseline case.  
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This allowed assessing the effect of different geometrical parameters on 
community noise. Particularly, the effect was found to be quite significant for 
varying the number of blades (reduction by more than 5 EPNdB compared to 
the baseline case) and unexpectedly small for decreasing the rear rotor diameter 
(reduction by only 0.2 – 1.1 EPNdB). The latter seems to be explained by an 
increase of CROR rotation speed needed for sustaining the same thrust as in the 
baseline case, which compensates the noise decrease due to weaker interaction 
of the rear rotor blades with the tip vortices shed from the front rotor. 

For the quietest of the considered configurations (8 + 9 blades), two addi-
tional numerical simulations were performed, in which the thrust values corre-
sponded to the takeoff and approach regimes. This allowed an assessment of the 
community noise of the aircraft with CROR engines in three certification points 
(Fig. 2). As a result, it was found that the noise meets the requirements of Chap-
ter 4 with a small margin (0.4 EPNdB).  

It should be noted that in practice the flight trajectories of the aircraft with 
CROR engines may differ from the flight trajectories of the turbofan aircraft 
used in this work. On the other hand, even the quietest of the considered CROR 
configuration is likely to be suboptimal, since the number of considered config-
urations is quite limited and the optimization procedure pursued in this study 
does not address simultaneous effects of different geometrical parameters. 
Therefore, further reduction of community noise can be expected for an optimal 
CROR configuration. Thus, in general, the present work demonstrates that an 
aircraft with open rotor engines is likely to be capable of meeting the ICAO 
norms on community noise of Chapter 4. 

The authors from St. Petersburg Polytechnic University are grateful to 
Russian Science Foundation (grant 14-11-00060) for financial support of devel-
opment of enhanced version of DDES [4]. 
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It has been suggested since 1963 (Mollo-Christensen [1]) that large scales 

play an important role in the emission of jet noise. Michalke developed a theory 
that took special account of large scales [2,3,4] by introducing a wave model for 
the sources and decomposing the turbulence into azimuthal components. He 
demonstrated that the low-order components have much higher radiation effi-
ciency. The dominance of low-order components in the noise far field was ex-
perimentally verified by Maestrello 1977 [5]. Armstrong, Michalke and Fuchs 
[6] demonstrated that even the near field inside the jet was dominated by low-
order components. Using Michalke’s wave model the directivity of jet noise can 
be explained as consequence of this large scale motion [7,8]. 

These theoretical and experimental findings of the past can now be com-
pared with the results of computational experiments. The unsteady flow field of 
a dual-stream jet with a short-cowl nozzle is analysed in the following. The 
simulation was performed with a time step corresponding to a sampling Strou-
hal number fsDe/Ue = 1035 and every 32nd time step was stored for later source 
analysis. De = 0.183 m is the diameter of a circle that has the same area as the 
sum of the exit areas of the two nozzles. Ue = [Ap(Up-U0)+As(Us-
U0)]/(Ap+As)+U0 = 236 m/s is calculated with the nominal speeds Up and Us 
in the primary and secondary nozzles and the speed U0 = 90 m/s of the flight 
stream. The simulation was run over 186 convective time units De /Ue.  

All flow data that are possibly relevant for the noise sources were stored 
on disk but only the pressure fluctuations are analysed in the following. The 
one-third octave spectra of the pressure fluctuations in various positions x/De 
downstream of the secondary nozzle are shown in Fig. 1. The radial positions 
with the largest peak levels of the spectra are chosen. These positions are close 
to the largest radial gradient of the mean axial velocity in the jet. The pressures 
are normalized with the ambient pressure p0. It can be seen how the peak fre-
quencies get smaller with increasing axial distance from the nozzle. This is a 
well-known result for jet turbulence. 

New results, made possible by the computational experiment, are the cross 
spectra and coherence spectra for the pressures for azimuthally displaced 
“probe” positions. Results for x/De=3 are shown in Fig. 2, the cross spectra on 
the left side and the coherence spectra on the right side. The range around the 
peak Strouhal number St=0.7 decays only slowly with increasing azimuthal 
probe separation Δφ, while the rest of the spectra at higher and lower Strouhal 
numbers decays rapidly. The range around the peak frequency is dominated by 
a large scale motion in the jet. The coherence is seen to increase again for very 



 99 

high Strouhal numbers, but one has to consider that the pressure levels are more 
than 50 dB lower in this range. This range is likely dominated by the radiated 
sound field, an assumption to be checked by analysing the radial and axial com-
ponents of the phase speeds.  

 
Fig. 1.  One-third octave pressure spectra inside jet for various distances x/De 

from the nozzle for the radial position with highest one-third octave level (p0 is 
ambient pressure) 

The peak at St=0.7 for x/De =3 is analysed in more detail in Fig. 3. The 
decay of the cross spectrum with increasing probe separation Δφ is shown in the 
left figure. The imaginary part should vanish for non-swirling jets since the time 
averaged turbulent quantities are axisymmetric. The non-zero values in this 
simulation are a consequence of the residual statistical error from the finite av-
eraging time. The real part of the cross-spectrum is decomposed into azimuthal 
Fourier components on the right side. It can be seen that the pressure field is 
dominated by the Fourier component numbers m=0 and m=1, which contribute 
about 37% and 30%, respectively, to the mean square pressure fluctuation level. 
Since these components have a high radiation efficiency, the sound field origi-
nating from this axial location is dominated by these two azimuthal compo-
nents. 
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Fig. 2.  Cross spectra and coherence spectra of circumferentially displaced 

probe positions for x/De=3 
Figure 4 shows an analysis of the cross spectrum for the higher Strouhal 

number St=4.0. Here, the cross spectrum decays rapidly with increasing probe 
separation Δφ resulting in an almost uniform distribution of the azimuthal com-
ponent levels. It can be seen in Fig. 1 that the one-third octave pressure level for 
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Fig. 3.  Decay of normalized cross-spectrum with increasing azimuthal separa-
tion angle for St=0.70 at x/De=3.0 and r/De=0.5 (left). Decomposition of peak 

at St=0.7 into azimuthal Fourier components m (right) 

   
Fig. 4.  Decay of normalized cross-spectrum with increasing azimuthal separa-
tion angle for St=4.0 at x/De=3.0 and r/De=0.5 (left). Decomposition of cross 

spectrum at St=4.0 into azimuthal Fourier components m (right) 
St=4.0 is only 5 dB lower than the peak at St=0.7, but since the higher frequen-
cy is accompanied by much less efficient azimuthal components the radiated 
sound from this axial position is much smaller. Since the Fourier amplitudes of 
the efficient m=0 and m=1 components are roughly a factor of 10 (10 dB) 
smaller than those for St=0.7, it can be concluded that the far-field contributions 
of these component numbers are similarly reduced. Even though the peak level 
in the source field is only 5 dB lower at St=4.0 than at St=0.7 the radiated noise 
is likely 15 dB lower. We may conclude that the axial position x/De=3.0 con-
tributes primarily to the sound radiation at a Strouhal number St=0.7. 
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The high azimuthal coherence of the pressure fluctuations in a relatively 
narrow frequency band is likely caused by the growth of instability waves in the 
jet’s shear layer. These instability waves were studied by Michalke and Her-
mann [9] for a jet in a flight stream. They are dominated by low order azimuthal 
modes and their most unstable frequencies depend for given jet and flight 
speeds primarily on the shear layer thickness. The thin shear layers close to the 
nozzles are most unstable for high frequencies and the thick shear layers further 
downstream for low frequencies. It was shown by Michalke [2,3] that the mode 
numbers m of the instability waves are directly related to the order m of the 
Fourier decomposition of the cross spectrum. We conclude that the dominance 
of low order azimuthal components of the pressure fluctuations in a relatively 
narrow frequency band is caused by instability waves in the jet and that the 
wave-like motion in the jet shear layer dominates the jet noise emission. 

The final paper will include results for other axial and radial positions and 
an analysis of the axial and radial components of the phase velocities of the 
disturbances. 

The work was performed in the EU-funded project “JERONIMO” (ACP2-
GA-2012-314692-JERONIMO). 
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The development of instability and transition to turbulence in supersonic 

flat plate boundary layers at free stream Mach numbers M = 2 and 6 is simulat-
ed numerically. A 5th order WENO scheme is used to approximate the convec-
tive terms of the Navier-Stokes equations. The diffusive terms are calculated 
with central differences of 4th order on a compact stencil. The simulations are 
performed in a computational domain whose inflow boundary is located at 
some distance downstream of the plate leading edge (Fig. 1). 

 
Fig. 1.  Schematic of computational domain 

At first, the steady basic flow is computed using the profiles of gasdynam-
ic quantities obtained from the self-similar solution of boundary layer equations 
as inflow boundary conditions. After that, a superposition of eigenfunctions of 
the linear stability problem is added to the basic flow at the inflow boundary 
and the development of flow instability is simulated. The periodic boundary 
conditions are imposed on the lateral boundaries of the computational domain. 
Near the outflow boundary there is a special buffer zone where the flow relami-
narization occurs as a result of action of source terms introduced into the equa-
tions of motion. The simulations are conducted at the wall temperature equal to 
the adiabatic temperature. 

At moderate supersonic Mach numbers the most unstable disturbances are 
obliquely (with respect to the free stream direction) propagating vortical dis-
turbances of the so-called first mode. Two different scenarios of transition to 
turbulence at such velocities were considered in literature. The first one is based 
on resonant three-wave interaction of the most unstable oblique wave with its 
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two subharmonics whose propagation angles can be determined from the phase 
synchronism conditions. Such an asymmetric subharmonic resonance was ob-
served experimentally. The second scenario, oblique breakdown, is nonlinear 
interaction of two oblique waves with the angles ±χ which form a resonant triad 
along with a steady vortical disturbance.  

In our computations at M = 2 the second mechanism is simulated. It has a 
smaller threshold amplitude for the onset of nonlinear wave interaction and 
should lead to faster transition. In Fig. 2 the development of two disturbances with 
the amplitude of 0.5% from the free stream velocity and propagating at the angles 
±55° is shown.  

 

When the instability is developing, at first emergence of a secondary flow in 
the form of longitudinal vortex structures is observed. After that the secondary 
flow itself becomes unstable and a rapid, explosive growth of 3D fluctuations 
starts which leads finally to laminar-turbulent transition. At the initial stage the 
profiles of mean flow velocity are very close to the laminar boundary layer so-
lutions. In the process of instability development they noticeably change their 
shape and, at some moment, the inflection point appears. After the transition the 
profiles have a typical turbulent, more filled shape. At the transition point the 
surface friction coefficient sharply grows. 

In Fig. 3 the variation of root-mean-square amplitude of mass flow rate 
pulsations along the plate in the simulation and in the experiment [1] is shown. 

Fig. 2. Nonlinear development of a 
disturbance in the form of a super-
position of 3D instability waves at 
M=2: isosurfaces of pulsations of 
streamwise velocity component 
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It is evident that in both the cases the onset of transition is located not far from 
the point where the Reynolds number defined with the boundary layer thickness 
Reδ ≈ 1200.  

 (a)  

(b)  
Fig. 3. Variation of rms amplitude of mass flow rate pulsations along the plate at 

M=2 in the simulation (a) and in the experiment (b) 
At the free stream Mach number M = 6, in accordance with results of the 

linear stability theory, the most unstable disturbances are 2D disturbances of the 
so-called second mode which is of mixed, acoustical-vortical, nature. However, 
when propagating downstream, such disturbances with a given frequency rather 
quickly becomes stable as a result of the boundary layer thickness growth. At 
the same time, the first mode disturbances, among which, as earlier, oblique 
waves are most unstable, although their growth rate is an order of magnitude 
lower, remain unstable significantly farther downstream. 
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Fig. 4.  Development of a disturbance in the form of a superposition of waves of 

the first and second modes at M = 6: isosurface of Q-criterion 

(a)  

(b)  

Fig. 5. Variations of the mean flow velocity profiles (а) and the friction 
coefficient (b) in simulations at M = 6 
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In Fig. 4 the development of a disturbance in the form a 2D wave of the 
second mode and two waves of the first mode propagating obliquely at the an-
gles ±57°. The initial amplitudes of the waves are equal to 0.5%. At the initial 
stages the 2D disturbances of the second mode dominate. As 3D fluctuations 
grow, formation of hairpin vortex structures bursting out of the boundary layer 
is observed. The transition occurs approximately at x/δ0 = 3000 that corre-
sponds to Reδ ≈ 1750. The variations of the mean flow velocity profiles and the 
friction coefficient along the plate are shown in Fig. 5. 

The work was supported by Russian Foundation for Basic Research, 
Grants No. 14-07-00065 and No. 16-01-00743. 
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Experimental investigation of acoustic wave propagation through plane 

mixing layer was performed with the help of hot-wire. The mixing layer was 
obtained by two flows with rated Mach numbers 0.5 and 2.0. 

Acoustic disturbances were generated in subsonic flow by a slopping hole 
on the test section wall with adjustable depth h, Fig. 1, which serves as a source 
of sound. This whistle provided sound with frequencies f = 5…9 kHz, however 
artificial acoustic fluctuations of 6.8 kHz have been used in most described be-
low experiments.  

 
Fig. 1.  Test configuration 

Measurements were performed by constant current anemometer CCA-6 
with the help of 5-micron hot-wire probe which can be moved in transverse 
direction. Profiles of mean velocity and fluctuations were obtained at eight 
cross-sections of the mixing layer along x-axis. It was found that intensity of 
artificially generated acoustic disturbances is essentially higher than the level of 
background fluctuations in subsonic flow. Hot-wire output signal was recorded 
at several overheat ratios of the probe and later was used to plot fluctuation dia-
grams and conducting analysis of fluctuations by spectral techniques. In order 
to define the most informative method of getting data about structure of acous-
tic disturbances propagating through the mixing layer different spectral tech-
niques were utilized.  
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Fig. 2.  Fluctuation diagrams for artificial disturbances 

Examples of fluctuation diagrams for artificial disturbances measured in 
sub- and supersonic parts of flow are shown in Fig. 2. View of fluctuation dia-
grams corresponds to acoustic disturbances, namely: V-shape for subsonic 
flows and linear for supersonic flow velocity, [1].  

Parameters of diagrams allow obtaining not only intensity of artificial 
generated pressure fluctuations <p>, but also direction of acoustic wave propa-
gation, i.e. χ – angle between the normal to the front of the acoustic wave and 
mean flow velocity vector. Values of these angles both for subsonic and super-
sonic flows are presented in the table at Fig. 2. From fluctuation diagram for 
supersonic flow it was found that sources of acoustic disturbances are moving 
in mixing layer with averaged speed c which is 0.53 of velocity in the superson-
ic part of flow. 

Integral and fluctuation characteristics of flow outside and inside the mix-
ing layer were obtained: profiles of mean parameters, distribution of fluctua-
tions intensities, and statistical characteristic – skewness K3 and kurtosis K4 
coefficients in several sections along mixing layer. 

Different techniques were used for analysis of fluctuations outside and in-
side of mixing layer: Fast Fourier Transform (FFT), Wavelet Transform (WT) 
and Empirical Mode Decomposition (EMD) which is a part of comparatively  
new mathematical technique – Hilbert-Huang Transform (HHT) proposed by 
Norden Huang [2]. 

Results of different methods are presented in Fig. 3 (FFT), Fig. 4 (WT), 
and Fig. 5 (EMD - HHT), where shown data correspond in each figure to (a) – 
subsonic flow; (b) – inside the mixing layer; (c) – supersonic flow. 
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Fig. 3.  Fourier spectra of flow fluctuations 

 

 
 

Fig. 4.  Wavelet spectra 
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Fig. 5.  Empirical mode of artificial acoustic fluctuations 

From experimental data it follows that frequency and amplitude of artifi-
cial acoustic fluctuations generated in subsonic flow are not stable. This fact 
can be clearly seen from wavelet spectra in Fig. 4 and from empirical mode 
decomposition, Fig. 5. Artificial disturbances induce high intensity fluctuations 
in mixing layer, see data (b) in Figs. 3–5. Fluctuations as vortex structures, can 
be observed by optical visualization, are carried downstream in mixing layer 
and generate moving Mach waves in supersonic flow. 

Method of fluctuation diagrams and different techniques of data analysis 
of hot-wire output allows one to obtain detailed information about mixing layer 
structure and propagation of acoustic disturbances through mixing layer. 

This work has been partly supported by RFBR Grant No. 15-08-05738. 
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METHOD FOR CALCULATION OF PROPELLER 
AERODYNAMIC CHARACTERISTICS AND ITS 
OPTIMIZATION WITH NOISE TAKING INTO ACCOUNT IN 
FRAMEWORK OF EWT-TSAGI APPLICATION PACKAGE 
A.V. Lysenkov 
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Zhukovsky, Russia, lysenkov@tsagi.ru 

 
The main method to obtain reliable propeller characteristics is an experi-

ment in wind tunnels using special test benches. To investigate the characteris-
tics of single and contrarotating propellers (including “open rotor” type), special 
test benches that permit to perform investigations in wide range of main flow 
velocities and of investigated propeller rotation frequency have been developed 
in TSAGI. During the experiment, thrust and momentum characteristics, flow-
field after the propeller, pressure distributions on propeller blade (PSP method), 
blade deformations and acoustic characteristics are investigated.  

In addition, the methodology of numerical experiment is used to investi-
gate the propeller characteristics. In the investigations of both aircraft aerody-
namic characteristics and propeller characteristics, the methodology includes 
several stages: preparation of investigated object mathematical model, calcula-
tion using multi-processor systems and result processing. To perform all these 
stage, a special application package (EWT-TsAGI [1]) has been performed in 
TsAGI. This application package has been verified and validated for a wide 
class of numerical aerodynamics problems in details.  

To determine the aerodynamic characteristics of propellers, the applica-
tion package uses solver RoS that is a modification of the solver ZEUS [2, 3]. 
Reynolds equation system closed by SST turbulence model is solved in rotating 
coordinate system. Godunov-Kolgan-Rodionov scheme and an explicit scheme 
with implicit smoother 
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are used. The rotation is taking into account by introducing the addition for 
convective fluxes and source terms. An exact solution of Godunov problem 
about arbitrary discontinuity at rotating grid is used. An additional restriction 
for the time step is introduced for the explicit scheme. The boundary conditions 
have been modified. Different methods of time step organization have been 
realized: global, local, fractional and dual. 

RoS solver completes the verification and validation. The calculation re-
sults are compared with the experimental data and the calculation results ob-
tained with the use of commercial software. 
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A sequence of operations that provides an automatic procedure of optimi-
zation cycle has been developed. It includes (Fig. 1): an optimization module, 
surface numerical model rebuilding, 3D computational mesh rebuilding, calcu-
lation run and integral characteristics calculation.  

The objective function of optimization is propeller efficiency for given re-
gime; the controlling parameters are setting angle of four profiles. Restrictions 
of the second order are following: the thrust of optimized propeller can’t be less 
that the thrust of basic propeller and the noise estimated during the optimization 
with the use of empirical formula can’t be more than the noise of the basic pro-
peller. The propeller optimization has been performed in two formulations: 
without the restrictions of the second order and with taking them into account. It 
has been shown that, one has succeeded to improve the propeller model effi-
ciency by 5% in the case of optimization without restrictions and by 1.2% in the 
case of optimization with restrictions. 

The work was supported by Russian Ministry of Industry and Trade, the 
scientific work “Development of methodology for calculation of aerodynamic 
characteristics of the inlet for the turbofan engine of high thrust with simulation 
of gasdynamic fan-compressor interaction” (code “Inlet”). 
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Fig. 1.  Scheme of optimization cycle 
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EXPERIMENTAL AERODYNAMIC AND ACOUSTIC 
DATABASE OF A 2D HIGH LIFT WING WITH AND WITHOUT 
SWEEP ANGLE 
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In LEISA2 (Silent Take-Off and Landing, 2010-2013) [1] and SWAHILI 

(Swept Airfoil with High Lift, 2014-2016), Onera and DLR are building exper-
imental databases for the validation of CFD/CAA codes applied to the simula-
tion of the unsteady flow and noise generation of high-lift wings. These activi-
ties are based on DLR’s model F16, a two-dimensional (constant section in the 
span direction) high-lift profile with deployed slat and flap. The airfoil clean 
chord is close to 300 mm, and the nominal span is 800 mm, or 1400 mm with 
span extensions. In the LEISA2 project, the model was tested, without sweep 
angle, firstly in 2011 in F2, an aerodynamic wind tunnel located in Onera-Le 
Fauga, then in 2013 in AWB, an anechoic open-jet wind tunnel located in DLR-
Braunschweig. In F2, intensive aerodynamic measurements were achieved us-
ing wall pressure steady/unsteady sensors, a hot wire probe and optical devices 
such as PIV and LDV. The reference velocity and the angle-of-attack were re-
spectively set to 61.5 m/s and 6.15°. Acoustic measurements were also achieved 
with a wall microphone array (mounted beneath a wiremesh cloth in the 
windtunnel ceiling), despite the noisy and confined environment. In AWB, 
acoustic tests were conducted with another microphone array (Fig. 1). 

 

  
Fig. 1.  Top left : F16 airfoil section. Model in F2 (left) and AWB (right) 
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Fig. 2.  PIV set-up in F2; iso-contours of velocity magnitude; PIV maps mosaic 

Fig. 2 shows the 2-components (axial and vertical) PIV set-up in F2 and 
the mosaic of images that were necessary to cover the the largest possible flow 
area around the model. 

Fig. 3 shows the 2-components (axial and vertical) LDV set-up in F2 and 
details of 1D surveys for steady velocity (mean flow) measurements in the slat 
cove and also isolated positions (right) where longer acquisitions were used to 
provide spectral information on velocity fluctuations in the fluid. 

Fig. 4 shows profiles of the mean axial and vertical velocity components 
along the survey 11107-2 (see Fig. 3) in the slat cove, with comparison of LDV 
and three different PIV overlapped images. Fig. 4 also shows power spectral 
densities of U and V at several points along the shear layer which develops in 
the slat cove. 
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Fig. 3.  LDV set-up in F2 (top); details of 1D surveys (left) and isolated points 

(right) for steady and unsteady velocity measurements in the slat cove 
Acoustic measurements were achieved in both wind tunnels. Fig. 5 shows 

noise spectra measured in F2 and AWB with a single microphone, function of 
(i) the wind velocity (at given angle-of-attack) and (ii) the angle-of-attack (at 
given wind velocity). Result from F2 also shows the background noise obtained 
without model in the test section. Strong tones are observed in the 2-8 kHz 
range, especially in the AWB windtunnel, which amplitudes increase with the 
velocity and decrease with the AOA. Such tones are assumed to depend on in-
stallation effects and scale, they are not directly associated to slat noise. 

The most interesting acoustic results were actually obtained with the 
microphone arrays. Fig. 6 shows noise maps obtained in F2 and AWB using the 
DAMAS process (De-convolution Approach for the Mapping of Acoustic 
Sources) at various frequencies in the range  1 – 6.3 kHz.  In both  windtunnels, 
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Fig. 4.  Profiles of mean axial U and vertical V velocities along survey 11107-2 

in the slat cove (top); PSD of U and V along the shear layer (bottom) 
the flap is the main source below 2 kHz, whereas the slat becomes dominant at 
higher frequencies. With the DAMAS process, quantitative information on the 
noise radiated by a given area can be derived through simple integration of 
noise maps. Fig. 7 compares the spectra of noise radiated in both windtunnels 
by the same central region of the airfoil with a span of 0.24 m, a region where 
the mean flow is rather 2D. The agreement is quite good on the broadband lev-
els, differences are only observed on the tones frequencies and amplitudes. 

The LEISA2 database is now available to the aeroacoustic community in 
the framework of the Benchmark for Airframe Noise Computations 
(Category 6) [2]. 

More recently, in the SWAHILI program, the F16 model has been modi-
fied by DLR to account for a 30° sweep angle, requiring the manufacturing of 
new span extensions compatible with continuous incidence adjustment. The 
manufacture was completed by end of January 2016 and aerodynamic/acoustic 
tests were achieved in F2 between February and May 2016. 
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Fig. 5.  Noise spectra measured by a single microphone in F2 (top) and AWB 

(bottom), function of wind velocity and angle of attack 
Fig. 8 shows the model set-up in the F2 windtunnel. Again, the model is 

mounted upside down and the microphone array is visible in the windtunnel 
ceiling. The reference angle-of-attack and windtunnel velocity were respective-
ly set to 5.3° and 71.0 m/s, ensuring that the velocity component normal to the 
leading edge is actually 61.5 m/s and the airfoil section in this direction recov-
ers the 6.15° incidence w.r.t. the mean flow. Fig. 8 also shows an early acoustic 
result obtained with the microphone array, comparing the noise measured by a 
single microphone and the noise radiated by airfoil areas in the slat and flap 
regions. 

Additional acoustic tests will be achieved in AWB in the second half of 
2016. At mid-term, the SWAHILI database will also become public for sharing 
benchmarking activities inside the airframe noise community. 
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Fig. 6.  DAMAS noise maps from F2 (61.5 m/s, 6.4°, top) and AWB (60 m/s, 

14.5°, bottom) microphone arrays (flow is from left to right) 

 
Fig. 7.  Noise specra from a central airfoil section of span 0.24 m 
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Fig. 8.  F16 model in F2 with 30° sweep angle. Early acoustic result with the 
microphone array : noise radiated by airfoil areas in the slat and flap regions 
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ABNORMAL AMPLIFICATION OF SOUND REFRACTED BY 
AN OBLIQUE SHOCK WAVE 
Igor Menshov1, Keiichi Kitamura2 
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The present paper addresses the problem of interaction of small flow dis-

turbances in the form of a monochromatic plane wave with plane stationary 
oblique shock waves. There are three types of small disturbances that can prop-
agate in uniformly moving compressible fluid. One represents isentropic pres-
sure and density fluctuations that propagate with the speed of sound relatively 
to the fluid. The other two are fluctuations of vorticity and entropy that are car-
ried with the fluid velocity. The impingement of such disturbances on a shock 
generates waves that are composed of all three types.  

The problem of sound/shock interaction has been studied by several re-
searches. Blokhintsev [1] solved the problem for the case of an acoustic wave 
normally striking by a plane shock wave in a perfect gas. Brillouin [2] investi-
gated oblique incidence of a plane acoustic wave onto a normal shock, but ob-
tained erroneous results. These results further have been corrected by Konto-
rovich [2], where an arbitrary compressible medium (with a general equation of 
state) has been also considered. 

In the present paper we addresses the theoretical and numerical analysis of 
the interaction of plane sound with an oblique shock. Theoretical results con-
cern the amplification factor as a function of the flow regime and incident an-
gle. Basic conclusions from this study are as follows. (i) The regular 
sound/shock interaction exists provided that the angle of incidence does not 
exceed a critical angle; beyond this one no solution exists in the form of plane 
waves. (ii) Amplification of sound in the transmitted wave with respect to up-
stream Mach number is order of O(M 2). (iii) Approaching the critical angle the 
amplification factor is abruptly grows up as O(M 3). Numerical simulations of 
sound/shock interaction are carried out and compared with the linear theory.  

The reported study was funded by JSPS and RFBR according to the re-
search project № 15-51-50023. 
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FREQUENCY DOMAIN METHOD OF MULTISTAGE 
TURBOMACHINE TONE NOISE CALCULATION 
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Last decades essential efforts have been directed on the reduction of fan 

noise of aero-engines, and these efforts have led to impressive results. Wide-
chorded fans of modern turbofans with small number of blades (≤ 18) and high 
by-pass ratio are significantly less noisy than narrow-chorded fans with high 
number of blades of earlier turbofans. At the same time the decrease of fan 
noise makes more important the contribution of other noise sources to the en-
gine noise, such as low pressure turbine and booster stages. 

Feature of the booster stages and low-pressure turbines as noise sources in 
comparison with the fan is that their tone noise is usually generated in the pro-
cess of interaction of several blade rows. For example, even if we assume that 
the dominant contribution to the tone noise of the booster stages is provided by 
the first stage, we should consider interaction between the rotor of the stage and 
the inlet guide vanes of the booster, the rotor and the stator, and also consider 
interaction of noise of the stage with a fan rotor. 

Thus, the method of calculation of a multistage turbomachine tone noise 
should take into account interaction between different rows of a turbomachine 
and describe noise propagation through the turbomachine duct. The simplest 
approach is direct full annulus unsteady calculation; however its computational 
cost is very high. Therefore there is a natural desire to use frequency domain 
methods, which are proven to be computationally efficient for the calculation of 
fan tone noise. Such approaches for multistage turbomachine tone noise calcu-
lation have indeed been developed and showed satisfactory cost of computa-
tions.  

One of such methods was developed in CIAM. It is the linear frequency 
domain method of multistage turbomachines tone noise calculation based on the 
notion of harmonic fragment - component of flow which have definite frequen-
cy and phase lag between boundaries of blade channel [1]. In the framework of 
the method the solution in a row is represented by the set of harmonic fragments 
in one blade channel of the row. Calculations of flow fields of harmonic frag-
ments in each blade row are performed independently. The link between the 
harmonic fragments in the adjacent rows is provided by interfaces on the 
boundaries between computational domains correspondent to these blocks. In-
terfaces provide the continuity of flow field on the boundary between rows for 
the prespecified set of harmonic functions of time and circumferential angle 
(circumferential modes). 
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The advantage of the method, which relies on the kinematic relations fea-
turing dependence of flow fields in a turbomachine from time and circumferen-
tial angle, is the possibility of quite simple actuation of complex interactions 
between rows into the computation. Harmonic fragments calculated in the rows 
are determined by the choice of interactions under consideration, and boundary 
conditions are entirely specified by the sets of harmonic fragments in the adja-
cent rows. 

By means of the given method unsteady interactions in several tur-
bomachines were investigated. In the work [1] comparison of results of two-
dimensional calculations of a two-stage turbomachine tone noise, performed 
with use of the method based on formalism of harmonic fragments, and the 
method based on direct unsteady calculation, is presented. In general satisfacto-
ry coincidence between the results of calculations is observed. In work [2] the 
results of numerical investigation of the first booster stage tone noise of a high 
bypass ratio turbofan, performed with the use of method under consideration are 
presented. Comparison of the results of calculation with the results of experi-
ment at CIAM C-3A acoustic test facility has shown satisfactory coincidence 
between them.  

At the same time the method based on the independent (within the limits 
of one sub step of the scheme) execution of calculation for each harmonic 
fragment, has an essential disadvantage: this method cannot be straightforward-
ly generalized to the nonlinear case. 

The standard approach for calculation of nonlinear fluxes in frequency 
domain is organized as follows. At the first stage of computation flow field, 
represented in the form of a set of harmonics, is transformed from frequency 
domain to time domain, using discrete Fourier transformation for the calcula-
tion of unsteady flow fields on the specified number of time layers. Then on 
these time layers nonlinear components of fluxes are calculated. At the last 
stage there is a transformation of the calculated fluxes back in frequency do-
main. This method works well if all disturbances which should be treated inde-
pendently, have different frequencies. However, different harmonic fragments 
can have identical frequencies, and in this case inverse transformation of fluxes 
from time domain to fluxes for a set of harmonic fragments is impossible. 

In the paper the frequency domain numerical method, suitable for calcula-
tion of unsteady interaction between rows of a multistage turbomachine in non-
linear statement is presented. This method also makes a start from a formalism 
of harmonic fragments. In the framework of the method it is assumed that the 
flow field in a row is described by the specified set of harmonic fragments. At 
the same time calculation is conducted not for the specified numbers of harmon-
ic fragments in one blade channel of each row, but for the specified numbers of 
frequencies and blade channels in rows. Boundary conditions on the external 
boundaries of computational domain corresponding to periodic boundaries of 
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blade channels are specified based on the data about flow fields on correspond-
ent boundaries of blade channels inside computational domain, and data about 
sets of harmonic fragments which constitutes the required solution. In linear 
statement the presented method is completely equivalent to the method de-
scribed earlier. It is possible to use in the calculations performed in a row for 
different frequencies unequal numbers of blade channels, coinciding with the 
numbers of harmonic fragments specified for those frequencies. 

The given method, obviously, can be easily generalized on a nonlinear 
case using approach described above. The unique limitation necessary for that 
all blade channels are considered equally, is that the number of treated blade 
channels (and, hence, the number of harmonic fragments) is identical for all 
frequencies in one blade channel. This limitation is not a fundamental one but 
can be overcome only by the price of significant complication of the method. 

The method under consideration is implemented in the CIAM 3DAS (3-
Dimensional Acoustics Solver) in-house solver. The method of calculation used 
in the 3DAS solver is based on the decomposition of the unsteady viscous 3D 
flow into two parts - inhomogeneous viscous 3D steady flow field and 3D un-
steady inviscid disturbances. The equations in our method are solved using nu-
merical methods of computational aeroacoustics. For spatial approximation we 
use the fourth order DRP (Dispersion Relation Preserving) scheme, rewritten 
for the finite volume method. For time derivative approximation fourth order 
six stages Runge–Kutta scheme of HALE-RK (High-Accuracy Large-step Ex-
plicit Runge–Kutta) type was used in this work. 

In the work a number of test examples showing, that the described method 
of calculation can be used for interaction calculation in a turbomachine, is pre-
sented. Its equivalence in a linear case to the method of calculation described in 
[1] is shown. 
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A COMBINED FEM/BEM DISCRETE NUMERICAL METHOD 
FOR SOLVING EXTERNAL SCATTERING PROBLEMS IN 
ACOUSTICS 
J. Poblet-Puig1, A.V. Shanin2 
1Universitat Politècnica de Catalunya, Barcelona, Spain, jordi.poblet@upc.edu 
2M.V. Lomonosov Moscow State University, Moscow, Russia, 
a.v.shanin@gmail.com 

 
Recently [1,2] a combined approach of CFIE–BAE has been proposed by 

authors for solving external scattering problems in acoustics. CFIE stands for 
combine d-field integral equations, and BAE is the method of boundary algebra-
ical equation. The combined method is, essentially, a discrete analogue of the 
boundary equations method (BEM), having none of its disadvantages. Namely, 
due to the discrete nature of BAE one should not compute quadratures of over-
singular integrals. Moreover, due to CFIE formulation, the method does not 
possess spurious resonances. 

However, the CFIE–BAE method has an important drawback. Since the 
modelling is performed in a regular discrete space, the shape of the obstacle 
should be assembled of elementary “bricks”, so smooth scatterers (like spheres, 
cylinders, etc) are approximated with a poor accuracy. This loss of accuracy 
becomes the bottleneck of the method. Here this disadvantage is overcome. The 
CFIE–BAE method developed for regular meshing of the outer space is coupled 
in a standard way with a relatively small irregular mesh enabling one to de-
scribe the shape of the obstacle accurately enough. The process on the irregular 
mesh is modeled by the finite element method (FEM).  

 
Fig. 1.  An example of irregular FEM mesh used in the method 

The scheme of the method is as follows. Consider a stationary 2D prob-
lem of diffraction by an acoustically hard circle as an example. Embed the scat-
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terer (circle) into a FEM mesh, whose outer boundary is “regular”. By “regular” 
we mean that the nodes and the edges belong to a regular periodic square mesh. 
An example of such a FEM mesh is shown in Fig. 1. One can see that the 
amount of elements may be quite small since it is necessary to fill only the 
space between the scatterer and the outer boundary. There is no need to fill big 
spaces or add absorbing layers.  

The irregular FEM mesh is processed by the usual finite element method. 
The internal boundary bears a natural (Neumann) boundary condition. For the 
external boundary, a non-local boundary condition is formulated. This condition 
should be equivalent to the absence of waves coming from infinity, so it is a 
radiation condition. Generally, such a condition has form  

DuLu =Π ,      (1) 
where u is the vector of nodal values of the field variable, L is the matrix of the 
FEM operator on the mesh (the FEM equation is  

fLu =        (2) 

for the internal nodes of the mesh), Π is the projector on the external boundary, 
D is the matrix playing the role of the Dirichlet-to-Neumann operator on the 
external boundary.  

The operator D is found by applying the method of CFIE-BAE described 
in [1,2]. For this, an analog of CFIE boundary integral equation is constructed 
in a discrete space. Equation (2) is solved with boundary condition (1) provid-
ing the field at the nodes of the FEM mesh. After postprocessing, one can ob-
tain the directivity of the field.  

The talk presents the details of the realization of the method, numerical 
results and the error analysis.  

The authors acknowledge the Euro-Russian Academic Network-Plus pro-
gram (grant number 2012-2734/001-001-EMA2). In addition, J.Poblet-Puig is 
grateful for the sponsorship/funding received from Generalitat de Catalunya 
(Grant number 2014-SGR-1471). A.V.Shanin has been also supported by Rus-
sian Scientific school grant 7062.2016.2 and the Russian Foundation for Basic 
Research grant 14-02-00573. 
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Many jet noise prediction codes are based on the acoustic analogy ap-

proaches of Lighthill (1952) and Lilley (1974), where both the mean flow and 
the turbulence fields are modelled statistically based on Reynolds Averaged 
Navier-Stokes (RANS) calculations. Examples of such codes that are currently 
used by industry include the MGBK code from Mani et al (1978) and the JeNo 
code of Khavaran et al (2002). An important advantage of the RANS based 
methods is short turn-around times which allow the user to consider a wide 
range of operating conditions and nozzle designs. However, there is not enough 
experimental data to validate various assumptions made in these models about 
the functional dependencies involved in the source modelling such as in the 
modelling of cross-correlation functions of fluctuating turbulent stresses. 

Here, we suggest a new low-order jet noise model based on an implemen-
tation of the Goldstein generalized acoustic analogy with parameters calibrated 
from a Large Eddy Simulation flow solution. An extensive analysis of cross-
correlation functions of turbulent stress components, R1111, R1212, R2222, which 
are most important source sources for isothermal jets, has been conducted. The 
relationships between velocity fluctuations, dissipation tensor components and 
noise sources amplitudes, temporal and spatial scales are established. Using 
these relations, a low-order model for jet noise predictions is developed, its far-
field noise predictions are compared with the experiment and a sensitivity study 
to different model parameters is performed. 
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A new GPU implementation of the CABARET solver coupled with the 

Ffowcs Williams – Hawkings integral surface method [1] is applied for the flow 
and noise predictions of a dual-stream jet case. There are two configurations 
considered: a co-planar nozzle and a short cowl nozzle with a central body. 

Aerodynamic and aeroacoustic predictions are obtained on several compu-
tational grids and compared with the experimental data from the QinetiQ facili-
ty [2]. Effects of the central body and inflow conditions on noise spectra are 
discussed. 
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For aircraft in approach and landing operations, when the engines are in 

idle regime, airframe noise becomes predominant. High lift devices, namely the 
leading edge slats and the trailing edge flaps, deployed to increase lift at low 
speed, represent one of the main contributor to the airframe noise. 

A large number of numerical studies have addressed such configurations 
in the past, using unsteady computations based on either zonal RANS/LES [1-4] 
or hybrid RANS/LES [5-12] approaches. However, despite the advanced under-
standing of flow features, these studies suffered from the lack of mixed experi-
mental measurements to validate conjunctively the aerodynamics and the aeroa-
coustics. Among the reasons, one can point out the different stream deflections, 
with direct consequences on the flow around the wing, when such deployed 
configuration is measured in a closed test section (for aerodynamics) or open 
test section (for aeroacoustics) measurement wind tunnels. 

With a view to fill this gap, the French (ONERA) and German (DLR) 
Aerospace Research Centers unified their competences to address this last topic, 
and provide, a complete measurement database (with both aerodynamics and 
acoustics data) to validate computations and to explore in details such configu-
ration. Fig. 1 shows some results of this experimental campaign, named 
LEISA2. Recently, Onera and DLR made this database available to the com-
munity, within the framework of the NASA BANC workshop – Category 6 
[13]. 

In parallel, several numerical computations were conducted or are still 
under progress at Onera to perform a detailed numerical flow analysis and to 
identify the noise mechanisms at approach. Fig. 2 shows several results about 
the acoustic near field and flow features in the slat cove and over the flap using 
the in-house research CFD/CAA code FUNk working with a structured multi-
blocks grid [14]. 

Furthermore, recently Onera started to invest in the Lattice Boltzmann 
methods, firstly through a fruitful cooperation [15] with Exa Corporation, with 
the objective of evaluating their numerical solution PowerFLOW (Fig. 3, top) 
and, secondly, by joining the French consortium LaBS, which also develops a 
LBM solver (Fig. 3, bottom). 
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Fig. 1.  LEISA2 experiments in F2 Onera closed wind tunnel. Top: 2D PIV test 
set-up in; left: mean flow PIV map; right: example of a noise source map at a 

given frequency obtained using classical acoustic beamforming 
The final presentation will include a detailed comparison of Onera's nu-

merical simulations (LES, LBM) with the experimental LEISA2 database for 
both aerodynamics and acoustics features.  The feasibility of alternative meth-
ods, such as the Lattice-Boltzmann method, will be discussed to address aeroa-
coustics simulations of profiled bodies, after setting state of the art of such 
computations at Onera. 



 133 

  

  
Fig. 2. FUNk computation, flow visualizations in the mid plane in the spanwise 

direction. Top: instantaneous view of the dilatation field; slat (left) and flap 
(right) numerical Schlieren visualizations 
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Fig. 3.  Flow computations of the LEISA2 configuration with LBM solvers. 

Top: instantaneous view of the acoustical pressure field - PowerFLOW; 
bottom: Streamwise flow field - LaBS 
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Noise reduction in order to minimize its negative effects on the human 

ability to live in an open areas, residential, office and industrial buildings, cul-
tural and religious institutions, car interiors, trains, planes and spaceship interi-
ors, etc. is becoming more urgent issue. In developed countries it is given sus-
tained attention, which is reflected in a significant tightening of the require-
ments for limiting the noise level in accordance with ISO standards [1,2]. 

For the practical solution of this problem this work proposes a new high-
performance numerical simulation method of three-dimensional acoustic field 
of a tonal component on blade passing frequency and its higher and combined 
harmonics produced by blade machines in computer devices, air conditioning 
systems and in aircraft engines. This method is based on the direct solution by 
finite volume method of Fourier-transformed convective wave equation [5], that 
describes the propagation of sound in adiabatic and thermodynamically uniform 
irrotational stationary flow with respect to pressure perturbations in the form of 
Fourier transform 
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by the method of simple iteration in the co-solution of (1, 2) equations. Here S 
is the surface surrounding the source of acoustic disturbances at the distance of 
attenuation of vortex perturbations created by the source, ωl is l-th Blade Pass-
ing Frequency (BPF) harmonic number, Wl known sound power at the l-
frequency, obtained by acoustic-vortex method [8, 9].  

Boundary conditions for (1) are defined on sound absorbing boundaries in 
the complex impedance form, taking into account both active and reactive com-
ponent of the boundary impedance. 
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Noise reduction is achieved by the spatial redistribution of the tonal 
sound, which ensures its essential reduction in the areas of people location. Ac-
tually, the most effective technical means are multi-layered sound-absorbing 
cellular structures (SAS) [3], which can be installed on the inner surfaces of 
noise sources, and on the walls, ceilings and partitions of buildings. Optimal 
parameters of sound-absorbing structures (SAS) and their location can be de-
termined by multi-parametric computations of spatial sound fields for each to-
nal components of interest using developed method [4]. 

Practical solution of the tonal noise control problem can only be dealt un-
der the condition of correct setting of impedance boundary conditions on the 
SAS outer surfaces. In this paper, a new semi-empirical model proposed for the 
single-layer SAS, which is based on the original model Munin [6] and new ex-
perimental data obtained for a plate of plasterboard and plexiglass with different 
thickness, diameter and length of holes. The measurements were made in the 
impedance tube according to standard ISO 10534-2: 1998. The measuring sys-
tem uses calibrated pair of microphones. The tube is excited by the white noise; 
the signals from the installed microphones are recorded in a file and are subject 
to subsequent computer processing using the correlation method. 

 
Fig. 1.  Impedance of SAS; measurements and calculations using the new, 

modified model of SAS by Munin, and the original model 

Fig. 1 shows the obtained experimental data and calculations of the active 
Za and reactive Zr components of impedance using the original model Munin 
(origin) and the new modified model (calculated) in the case of plates of plas-
terboard with a degree of perforation of F = 0.0025, hole diameter d = 5 mm, 
thickness t = 12 mm and volume length h = 20 mm. 
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Features of the new calculation method illustrated in the examples of cal-
culation of the suppression of tonal noise at a frequency of 222.5 Hz in the 
room with a partition [4], as well as the simulation of the installation on the wall 
of the reverberation room with a given SAS impedance [10].  

The proposed method allows determining the optimal parameters of SAS 
to ensure minimum sound radiation at a given frequency. This is shown by the 
example of reducing the tonal noise of the gas turbine unit by 5.39 dB at a fre-
quency of 2100 Hz when using SAS with the specific impedance 
Z = 4.0 − 4.0 i. 

 

Im Z \ Re Z 0.8 2 4 6 8 

1   −3.52   
−0.5 −2.82 −3.94 −4.35 −4.04 −3.60 
−2   −5.13   
−4   −5.39   
−5   −4.99   
−8   −3.08   

Table 1. Reduction of the sound power radiation dB as a function of SAS 
specific impedance Z 

The acoustic calculations performed using the Cartesian grid (150x90x90) 
with the number of cells 662544 by adapting to the boundary of computational 
domain. The processing time for one case on the processor i7 is 44 minutes.  

The proposed method of modeling the acoustic fields is very efficient in 
terms of minimization of computer and human resources and calculation accu-
racy. It can be used for optimization of impedance characteristics and location 
of SAS.  
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1. Introduction 

We consider the numerical simulation of the incompressible Navier–
Stokes (NS) equations. In primitive variables they read 

( ) 2 , 0,t pν∂ + ⋅∇ = ∇ −∇ ∇ ⋅ =u u u u u                         (1) 
where u denotes the velocity field, p represents the kinematic pressure and ν is 
the kinematic viscosity. Direct simulations at high Reynolds numbers are not 
feasible because the convective term produces far too many scales of motion. 
Hence, in the foreseeable future, numerical simulations of turbulent flows will 
have to resort to models of the small scales. The most popular example thereof 
is the Large-Eddy Simulation (LES). Shortly, LES equations result from apply-
ing a spatial commutative filter, with filter length δ , to the NS Eqs. (1) 

         ( ) 2 ( ), 0,t pν τ∂ + ⋅∇ = ∇ −∇ −∇ ⋅ ∇ ⋅ =u u u u u u                      (2) 
where u  is the filtered velocity and ( )τ u is the subgrid stress tensor and aims 
to approximate the effect of the under-resolved scales, i.e. 

( )τ ≈ ⊗ − ⊗u u u u u . Because of its inherent simplicity and robustness, the 
eddy-viscosity assumption is by far the most used closure model  

( ) 2 ( ),eSτ ν≈ −u u                                             (3) 
where νe denotes the eddy-viscosity. Following the same notation as in [1], the 
eddy-viscosity can be modeled as follows 

2( ) ( ).e m mC Dν δ= u                                           (4) 
In the last decades most of the research has primarily focused on either the cal-
culation of the model constant, Cm (e.g. the dynamic modeling approach), or the 
development of more appropriate model operators ( )mD u  (e.g. WALE, 
Vreman's, Verstappen's, σ-model, S3PQR, ...). Surprisingly, little attention has 
been paid on the computation of the subgrid characteristic length, δ, which is 
also a key element of any eddy-viscosity model. Despite the fact that in some 
situations it may provide very inaccurate results, three and a half decades later, 
the approach proposed by Deardoff [2], i.e., the cube root of the cell volume 
(see Eq. 5), is by far the most widely used to computed the subgrid characteris-
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tic length, δ. Its inherent simplicity and applicability to unstructured meshes is 
probably a very good explanation for that. Alternative methods to compute δ 
are summarized and classified in Table 1 according to a list of desirable proper-
ties for a (correct) definition of δ. Namely, 
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where ( , , )x y zω ω ω= = ∇×ω u  is the vorticity and 

2 2

1 2 1 1 2 2( , ) cosh 4 / 27[(ln ) ln ln (ln ) ]f a a a a a a= − +  ( 1 / ,a x z= ∆ ∆ 2 /a y z= ∆ ∆ , 

assuming that ∆x ≤ ∆z and ∆y ≤ ∆z) is the correcting function proposed by Scot-
ti [3].  

 
Table. 1.  Properties of different definition of the subgrid characteristic 
length δ. Namely, P0: 0δ ≥ , locality and frame invariant; P1: boundedness, 
i.e., given a structured Cartesian mesh where ∆x ≤ ∆y ≤ ∆z, ∆x ≤ δ ≤ ∆z;  
P2: sensitive to flow orientation; P3: applicable to unstructured meshes; 
P4: well-conditioned and low computational cost. *Deck [8] proposed a gen-
eralization for unstructured meshes. 

The function 0 ≤ FKH(VTM) ≤ 1 has been recently proposed by Shur et al. [4] to 
correct the δ  ω  definition proposed by Mockett et al. [5], both in the context of 
Detached Eddy Simulation (DES). These properties are based on physical, nu-
merical, and/or practical arguments. This list is completed with the definition of  
δ  lsq given in Eq.(13) and introduced in this section. According to property P2, 
they can be classified into two main families; namely, (i) definitions of δ that 
solely depend on geometrical properties of the mesh, and (ii) definitions of δ 
that are also dependent on the local flow topology. The latter is characterized by 
the gradient of the resolved velocity field, G ≡ ∇u . This is a second-order 
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traceless tensor, ( ) 0tr G = ∇ ⋅ =u . Therefore, it seems logical that a flow-
dependent definition of δ should be based on the tensor G. On the other hand, 
the local mesh geometry for a Cartesian grid is contained in the following sec-
ond-order diagonal tensor, 

diag( , , ).x y z∆ ≡ ∆ ∆ ∆                                            (9) 
Hereafter, we take ∆x ≤ ∆y ≤ ∆z without loss of generality. Therefore, methods 
solely based on the geometrical properties of the mesh are fully characterized 
by the tensor ∆. Apart from the geometric information contained in ∆, the other 
methods are also dependent on the flow topology, i.e., G. 

2. Building a new subgrid characteristic length 

The subgrid characteristic length δ appears in a natural way when we con-
sider the leading term of the Taylor series expansion of the subgrid stress ten-
sor, 

).(
12

)( 4
2

δδτ OGGT +=u                                        (10) 

This is the gradient model proposed by Clark et at. [9], where in this case δ de-
notes the filter length. The local dissipation of gradient model is then propor-
tional to 3 3: ( ) 1 / 3( ( ) 4 ( )) 4T T

G SGG S tr tr G tr S R R− = − = − = −  (refer to our 
previous work [10] for a definition of the tensor invariants RG and RS). Hence, 
the local dissipation introduced by the model, i.e., 2( / 12)( 4 )G SR Rδ − , can 
take negative values; therefore, the gradient model cannot be used as a 
standalone LES model, since it produces a finite-time blow-up of the kinetic 
energy [11]. For anisotropic filter lengths, the Taylor expansion of the subgrid 
stress tensor gives 

              ),(
12

)( 4
2

δδτ δδ OGG T +=u                                   (11) 

where Gδ ≡ G∆. Therefore, in this case the subgrid dissipation can be approxi-
mated as (1 / 12) :TG G Sδ δ− . Then, equating the dissipations of the leading terms 

of Eqs. (10) and (11), i.e., 2( / 12) : (1 / 12) :T TGG S G G Sδ δδ− = − , leads to the 
following definition of δ 

diss
: .
:

T

T

G G S
GG S
δ δδ =                                        (12) 
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Another possibility consists on minimizing the difference between the leading 
term tensors of Eqs. (10) and (11), i.e. 2( / 12) (1 / 12)T TGG G Gδ δδ ≈ . A least-
square minimization leads to 

lsq
: .
:

T T

T T

G G GG
GG GG
δ δδ =                                      (13) 

The expression given in Eq. (12) does not constitute a proper definition of δ 
since basic properties P0, P1 and P4 are not guaranteed (see Table 1). Namely, 
as mentioned above, (minus) the denominator, : 4T

G SGG S R R− = − may take 
non-positive values. The numerator is not bounded either and it may eventually 
have a different sign than the denominator. On the other hand, the definition 
of δ does not suffer all these pathologies. It is locally defined and well bounded, 
∆x ≤ δ  lsq ≤ ∆z; therefore it meets properties P0 and P1. Moreover, it is obvious-
ly sensitive to flow orientation (property P2) and applicable to unstructured 
meshes (property P3). In this regard, for purely rotating flows, i.e., S = 0 and 
G = Ω, quantity δ  lsq 

reduces to 
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              (14) 

which resembles the definition of δ  ω  given in Eq.(7) proposed by Chauvet et al 
[7]. Actually like the definition δ  ω  given in Eq.(7) proposed by Mockett et al 

[5] it is (max{ , })O x y∆ ∆ instead of x yδ = ∆ ∆ω ; therefore, it also avoids a 
strong effect of the smallest grid spacing. 

3. Conclusions and preliminary results 

The objective of this work is to test the influence of the definition of δ on 
highly anisotropic meshes. To do so, different approaches will be tested and 
compared using (artificially) anisotropic meshes with the aim to answer the 
following research question: can we find a simple and robust definition of the 
subgrid characteristic length that minimizes the effect of mesh anisotropies on 
the performance of subgrid-scale models? In this regard, we consider the novel 
definition of δ  lsq proposed in Eq.(13) as a very good candidate. Preliminary 
results displayed in Fig. 1 correspond to the classical experimental results ob-
tained by Comte-Bellot and Corrsin [12]. Two different anisotropic meshes 
have been considered; namely, 32 128 32× × and128 128 32× × . As expected, 
δ  max introduces too much subgrid dissipation specially for the second test-case. 
It is remarkable that the definition δ  lsq proposed in Eq.(13) performs similarly 
(or even slightly better) than the δ  ω  and δ  SLA proposed in the context of DES. 
Therefore, we consider that the here proposed definition of the subgrid charac-
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teristic of the filter length is a good option to be used for LES in complex ge-
ometries (with unstructured grids too) but also in the context of DES. 

 
Fig. 1.  Three-dimensional energy spectra for the decaying isotropic 
turbulence corresponding to the Comte-Bellot and Corrsin [12] experiment. 
LES results have been obtained with  two different anisotropic meshes using  
Smagorinsky model and different definitions of the filter length, δ. 
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Setup for the tasks of airplane vortex wake varies sufficiently both in 

structure and in key parameters that are defined by flight regime. Two sets of 
tasks could be conditionally marked out: cruise flight and flight in ground prox-
imity. The vortex wake in cruise flight conditions is formed mainly by tip vorti-
ces with very small core radius (~0.2-0.5m). The situation is different in ground 
proximity due to the presence of flaps that generate additional vortices and alter 
radius of tip vortex core to the values of 1.5-3.5m as well. This essentially 
changes the flow structure. In addition, the circulation of wake vortices varies 
due to different flight speeds and air density at different altitudes, not sufficient-
ly however. 

In this paper the tasks are solved numerically, in non-linear setup by 
means of large eddy simulation (LES) method [1]. The study is held using 
ANSYS application software complex. Second order schemes, both in space 
and time, are adopted, with sufficient resources having been involved. The CPU 
time for computation of one case is estimated by the value of 3 weeks of con-
tinuous work on compact supercomputer, with dense computational grid of 100 
million cells being used. 

Preliminary testing has been held. It involves estimations of numerical 
method dissipative properties and assertion of computation results accuracy, 
which is tested on the tasks that have analytical or reference solutions. Among 
such tasks the dissipation of homogeneous isotropic turbulence case should be 
mentioned. Different ways of computational mesh generation and task adapta-
tion to the architecture of available computer are discussed as well. The special 
attention is paid to the validity of results in cases where scheme viscosity could 
distort the task physics. 

A part of the study is devoted to discussion of the results obtained with 
engineering methodologies. Numerical and approximate solutions have been 
matched and conclusions on the accuracy of utilized engineering models have 
been outlined.  

The resultant part of the study contains data about evolution of vortex 
wake in time. The series of computations of practical importance has been held. 
Their initialization involves velocity field from vortex wake behind big aircraft 
obtained from model [2] and  background turbulence. Studied are two suffi-
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ciently different cases: 1) uniform and isotropic turbulence at cruise flight and 
2) ground boundary layer with side gradient wind. Analysis and comparison of 
experimental and numerical data has been held. 
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